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ABSTRACT 

Time synchronization is one of the important research aspect 

from past decade due to its close correlation on quality of 

service (QoS) attributes in wireless sensor network (WSN). 

One of the challenging issues is addressing time 

synchronization is that different WSN applications have 

particular QoS demands that varies from throughout, delay, 

channel capacity, and protocol efficiency. In order to achieve 

maximized QoS parameters in optimal use of energy various 

soft computing approaches towards coverage, connectivity, 

routing, aggregation and fusion etc. are in the main focus of 

the researchers, whereas in a real life scenario all the soft 

computing approaches faces serious discrepancies in 

performance as these protocol do not suggest and correlate the 

issues related to the time synchronization challenges in 

wireless sensor network. This paper discusses every technical 

aspect from fundamental level of challenges in time 

synchronization in WSN, its type and approaches of time 

synchronization in general to specific to the wireless sensor 

network. It also highlights the open issues and future 

directions of the research. This paper will be one-handed 

reference article for the academician and researchers for time 

Synchronization issues and techniques. 
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1. INTRODUCTION 
The area of wireless sensor network is one of the most 

addressed and adopted research topic from last decade owing 

to its advantageous features as well as inherited issues 

associated with it. The wireless sensor network comprises of 

sensor nodes which are distributed or positioned in the area 

where the investigator wants to explore / analyse the data. 

Such sensor nodes are usually a hardware component which 

can perform the sensing of the physical data e.g. temperature, 

thermal, pressure, moisture, smoke, motion, etc. Usually 

sensors are deployed on the area where it is quite difficult for 

human to reach and perform investigation on the data of 

interest. Hence, the data being captured by the sensor nodes 

are of highly valuable in nature and various internal and 

external factors affects the effectiveness of the outcome. The 

external factor being the climatic condition, interference of 

other RF based hardware device, etc. whereas the internal 

factor being energy, routing, quality of services, security, etc. 

From the last decade, there are enough studies being 

incorporated to mitigate these issues, out of which time 

synchronization issues [1] is still an unsolved area of research 

in wireless sensor network. Every sensor nodes in wireless 

sensor network consists of hardware based local clock, which 

keeps a track of time for event being captured as well as event 

being processed by the node. The data packet captured by the 

sensor node is eventually being identified with the assistance 

of the value of time-stamped by the sender sensor node. 

Therefore, as in large scale wireless sensor network, there are 

high number of availability of sensor nodes, hence, 

fluctuation of local time (called as clock drift or offset by 

some studies) negatively affects the wireless sensor network. 

Therefore, it is essential that issues of Time Synchronization 

in wireless area network be investigated properly as there are 

various underlying operations carried out the sensor nodes 

that are directly dependent on the time synchronization 

phenomenon.  In case of absence of common time factor 

among the sensor nodes, the time estimation will be 

redundant, which gives rise to all false positives in event 

generation and processing method by the sensor nodes. 

Studies like [2][3] also exhibited that time synchronization 

could be also used in optimizing the network lifetime of 

wireless sensor network. 

Therefore, time synchronization is an essential operation 

being carried out in the wireless sensor network application, 

whose accuracy limit should be as high as possible 

exclusively in time critical applications like environmental 

calamities [4], military operation [5], seismic variable 

observation [6] etc. The prime attempt of this manuscript is to 

discuss the existing techniques of time synchronization 

techniques from the macro and micro analysis viewpoint so 

that the outcome of the study really do assist the future 

researcher to understand the level of contribution being 

proposed by various researchers as well as amount of 

complexities being associated with the evolution of novel 

techniques.  Section 2 discusses about the background 

of the proposed paper highlighting the significance of time 

synchronization followed by brief discussion of various 

existing research contribution in section 3. Section 4 discusses 

about the standard techniques of time synchronization 

followed by Section 5 that discusses about the soft computing 

approaches in the area. Section 6 discusses about the research 

challenges being explored from the existing literatures. 

Finally Section 7 makes some concluding remarks. 

2. TIME SYNCHRONIZATION IN WSN 
With the recent advancement in the area of time 

synchronization in wireless sensor network, there exists 

various a theoretical studies [7] that discusses about the 

evolution of low-powered sensor nodes as well as actuators. 

Time Synchronization is an effective operation highly 
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required for distributed wireless sensor network. Some of the 

critical application in distributed wireless sensor network are 

like measuring the velocity of a node [8], performing 

localization based on acoustic signals [9], beam forming 

operations in distributed manner [10] etc. Unfortunately, the 

significance of time synchronization is very different in 

ordinary networking system to wireless sensor networking 

system.  One of the significant factors of the wireless sensor 

network is the energy depletion, which are very important 

aspect for every meaningful computational viewpoint.  

Another significant factor is that various types of applications 

in wireless sensor network demands all different needs of 

time synchronization techniques. No single or standard time 

synchronization technique is applicable in all the applications 

in wireless sensor network.  It was also seen that time 

synchronization plays a crucial role in data aggregation in 

wireless sensor network [11]. Right from capturing the data 

by the member node, forwarding the data to the cluster node, 

and then forwarding the aggregated data to the base station (or 

sink), Time Synchronization plays a very critical role in every 

stages of data aggregation [12]. Time synchronization also 

plays a critical role in data aggregation by removing the 

redundant data packet during capturing and processing of the 

data packet from the other cluster nodes present in the 

simulation area. For the purpose of sensor node to perform 

synchronization, the sensor nodes will have to perform 

communication within certain duration of time and thereby 

compute an effective estimation of delay [13]. Another 

significant factor affecting the performance is the asymmetric 

delay caused by round trip delivery of message [14] and 

thereby yielding to average errors in computing time 

synchronization. From micro-analysis viewpoint, the delay 

estimation, exclusively in WSN, is governed by 4 parameters, 

which are briefly discussed as below: 

2.1 Source Node Active Time (SoNAT)  
SoNAT can be defined as the actual time consumed by the 

transmitting node for the purpose of constructing a message 

that usually consists of processing kernel protocol as well as 

various types of variable delay caused by the operating 

system [2].  Moreover time required for the communication of 

the message from the transmitting node to its network 

interface further aggravate the issue. The work done by 

Sichitiu and Veerarittiphan [15] have addressed this issue and 

presented a soft computing approach of enhancing time 

synchronization at the time of performing data fusion. 

2.2 Channel Scheduling Time (CST)  

CST can be defined as the estimated delay owing to the 

waiting for the accessing the transmission channel as the 

access time is highly MAC (Medium Access Control) 

dependent. The contention based techniques usually wait for 

the communication channel to be cleared before even 

performing transmission or even re-transmission for the 

situation of collision of packets. It was also seen that majority 

of the RTS/CTS policies that exists in standard 802.11 based 

networks will require an exchange of the control packets 

before even performing the data transmission [2]. Studies 

performed by Geylan et al. [16] have addressed such issues by 

introducing a framework that neglects the information 

pertaining to forwarding time and access time and minimize 

the time synchronization error drastically. 

2.3 Transmission Time (TT) 
TT can be defined as the time period for the control message 

to travel to receiver node from the transmitter node using a 

random selection of channel by the transmitter. For the 

situation when the transmitting and the receiving node share 

the similar physical information, such time (TT) is found to 

be quite minimal.  Moreover, the delay factor is substantially 

governed in distributed wireless sensor network by the TT 

value as it usually consist of computing the delay caused due 

to queuing mechanism adopted as well as delay owing to 

switching mechanism on each router while the message 

propagates through the network. The study performed by 

Tanvir et al. [17] have discussed such issues and have 

proposed a solution based on transmission characteristics of 

the routing beacons for the purpose of addressing the 

localization problems and therefore mitigating the errors in 

time synchronization in wireless sensor network. 

2.4 Sink Node Active Time (SiNAT) 
SiNAT can be defined as the time for the network interface to 

receive the control message by the receiving node and 

simultaneously update the transmitting node after its arrival 

[2]. If the arrival time is found to be time-stamped minimally, 

than the receiving time will not maintain the overhead of the 

context switches, system calls, or even message transferred 

information. Studies performed by Zhang and Deng [18] have 

discussed such aspects where the authors have used the 

parameters from the receiving time and performed the time 

synchronization probabilistically in wireless sensor network. 

The time synchronization techniques in the area of the 

wireless sensor network basically have emerged out with 

techniques for providing an effective synchronization of the 

hardware based local clocks embedded in sensor nodes [19]. 

Time synchronization also permits the group based 

communication with higher degree of supportability on 

cooperation among the sensor nodes. The synchronization 

technique also assists in supporting operations like data 

fusion, data aggregation, coordinating with sleep and wake 

cycles among the nodes, identifying a significant event etc. 

Every sensor nodes operates on its own local clock and it 

receives or sends the data packet from / to other sensor nodes 

at a sampling rate based on its own local clock. It was also 

seen that sensor nodes switches over to sleep mode for the 

purpose of preserving the power. Hence, if the clocks in the 

sensor nodes are not effectively synchronized, the sensor 

nodes will miss the data packets being transferred by the other 

sensor nodes. Therefore, it is extremely important that local 

clocks to be properly synchronized so that the global clock 

have less probability of shooting significant average 

synchronization errors [20].  The literature was also found 

with three fundamental synchronization approaches as 

follows: 

2.5 Relative Ordering  

Relative ordering is the technique performed by the sensor 

node that maintains the order to control messages or captured 

events in the process of performing time synchronization.  

Study carried out by Shtossel et al. [21] was found to use the 

technique of relative ordering for designing habitat 

monitoring application in wireless sensor network. 

2.6 Relative Timing 
 Relative timing is a method adopted by the sensor node by 

maintaining its clock drift and clock offset related information 

with the neighboring nodes in wireless sensor network. 

Hence, a better synchronization is possible with one sensor 

node with its neighboring sensor nodes. Studies conducted by 

Simon [22] have used relative timing using efficient ring 

topology for enhancing time-synchronization in wireless 

sensor network.  
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2.7 Global Synchronization 
Global synchronization is a process of performing 

synchronization considering all the local clocks available to 

be synchronized with the formulated global clock. Such 

method gives better usability and better synchronicity in the 

distributed wireless sensor network. The work discussed by 

Yoon and M.L. Sichitiu [23] have discussed using global 

synchronization technique.  

Therefore, it can be seen that there are massive set of 

requirements against time synchronization issue, such 

requirements should be studied effectively as the performance 

metric too. Hence, various issues associated with the time 

synchronization with respect to the existing system are as 

follows: 

2.8 Energy Efficiency  
An effective time synchronization algorithm also calls for 

energy efficiency requirements as the sensors are basically 

resource constraint. Consideration of energy efficiency in 

time synchronization can be seen in the study of [24] and 

[25]. 

2.9 Scalability  

An effective time synchronization scheme calls for meeting 

the better scalability requirements of the sensor network. A 

better time synchronization scheme should also support 

increasing number of node density. Consideration of 

scalability is seen in the study of [26] and [27]. 

2.10 Precision  
Precision is completely dependent on various types of 

application and hence to uniform rule can be cited in this case. 

However, an effective time synchronization scheme should 

also ensure better precision level to show its effectiveness in 

reducing synchronization error with entire network. The 

author of [28] has considered precision factor in his study for 

enhancing issues of time synchronization. 

2.11 Robustness  
The wireless sensor network is highly prone for node to 

malfunction due to various security, technical, as well as 

environmental reasons. Hence, a better time synchronization 

technique should be highly robust in its operation even when 

some sensor nodes are found to be not working properly. The 

author of [29] has considered security and robustness for 

performing loose time synchronization in WSN. 

2.12 Lifetime  
A better time synchronization scheme should also ensure 

better network lifetime to ensure its effectiveness. The author 

of [30] discussed about lifetime attribute as the potential 

factor of time synchronization. 

2.13 Scope 
An effective synchronization scheme should have better 

global time based for all the sensor nodes in the cumulative 

network. Owing to the issues pertaining to scalability, global 

synchronization is highly challenging to accomplish in large 

scale wireless sensor network. Hence, an effective time 

synchronization scheme should have higher scope for global 

synchronization [30] and better supportability of the large 

scale wireless sensor network. 

2.14 Cost and Size 

 Conventional theory as well as evidences from literature 

eventually discusses that sensor nodes are highly resource 

constraint and expensive in nature owing to the hardware 

based implementation. Hence, any novel discussion of time 

synchronization technique should ensure cost effectiveness 

and size of network. Discussion of cost and size in viewpoint 

of time synchronization was seen in the study of Kim et al. 

[31]. 

2.15 Immediacy  
Some of the applications of the sensor network are based on 
time bound as well as mission critical requirements (e.g. 
intruder identification, chemical plant,  gas leak identification 
etc.). Hence, any new discussion of time synchronization 
technique should ensure that they can effectively manage and 
perform time-bound and mission critical application with 
highly reduced error. The issue of immediacy is discussed by 
Cheng [32] in their study. 

3. RESEARCH CONTRIBUTION  
The discussion on the time synchronization issues in wireless 
sensor network furnishes a better scope of performing in-
depth investigation. Synchronization plays a critical role in 
wireless sensor network as it calls for cooperative approach 
from all the sensor nodes as well as sophisticated task of the 
data transmission [33][34]. Owing to the significant 
contribution of the researchers of the past decade, various 
computational as well as analytical techniques have been 
evolved. Such techniques were found to be frequently adopted 
even in ongoing research activities. The usability of the sensor 
network calls for catering up the requirement of the user 
queries by aggregating the data from each sensor. In order to 
accomplish such objective, it is very important that there are 
extensible considerations based on in-depth mathematical 
investigation. Hence, various schemes, evaluation techniques, 
and analysis approach that are used in the existing studies are 
discussed in this section as follows: 

Master-slave versus peer-to-peer synchronization 

3.1 Master-Slave 
Such type of the technique allocates a one sensor node as 
masters while other sensor node as slave [35]. The protocol 
attempts to read the local clock as the time reference and 
perform time synchronization with the master. Good example 
of master slave protocol is TSPN or FTSP. There is a higher 
consumption of CPU resources by the master sensor node as 
compared to the slave sensor nodes and therefore only the 
sensor nodes with better  resource availability is selected as 
master sensor node. 

3.2 Peer-to-Peer  
Such type of the protocol applies peer-to-peer technique for 
accomplishing the communication among the sensor nodes. 
Good example for this protocol could be RBS and TDP [35]. 
The peer-to-peer protocol also relieves the threat of master 
sensor node failure and thereby offers better flexibility.  

Probabilistic/Deterministic synchronization 

3.3 Probabilistic Synchronization 
In this synchronization process, the value of the clock offset is 

evaluated using probability theory as deterministic theory 

usually bounds the system to perform extended transmission 

of message transfer and extra usage of computational 

resources. Deterministic techniques are therefore less 

supported in time synchronization technique in wireless 

sensor network [36]. The studies performed by authors in [37] 

have analyzed event interaction using this scheme on parallel 

simulation. 
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3.4 Deterministic Synchronization  

Adoption of deterministic technique only ensures the maximal 
limit of the clock offset with certainty. The frequently adopted 
algorithms like RBS and TDP are basically deterministic in 
nature. The author of [38] has discussed about the use of 
deterministic clock synchronization performed in TinyOS. 

Clock Correction untethered clocks. 

3.5 Clock Correction 
During time synchronization process, the function of the 
clock memory will be required to be updated. Adoption of 
clock correction technique is seen in TSPN protocol [6]. 
Moreover, the authors of [39] have developed a new time 
synchronization protocol to perform drift compensation 
mainly. 

3.6 Untethered Clocks  

Majority of the clocks in the sensor nodes are autonomous in 
nature but each sensor node records the data required to 
convert the local time into the time base of each other. The 
author of [40] has used a one-way untethered clock approach 
for designing efficient time synchronization for WSN. The 
system is found to be appropriate used in wireless networking 
environment. 

Internal synchronization versus external synchronization. 

3.7 Internal Synchronization  

The objective is to minimize the maximum difference 
between the readings of the clocks of the sensors. Can be 
performed in master slave or peer to peer [6]. 

3.8 External Synchronization  

A source of standard time such as universal time is provided 
here. We do not need a global time base since we have an 
atomic clock that provides real-time in the real world usually 
called the reference time to be synchronized. Cannot be done 
with Peer to Peer [6]. 

The use of internal and external synchronization was found in 
the recent study of [41] who has used a fault tolerant policies 
for performing efficient time synchronization during data 
dissemination process in WSN. 

Clock Overheads in Communication. 

3.9 Sender-to-Receiver  
Most existing methods are transmitter to a receiver by 
transmitting the values of the clocks. In study of [42], poor 
drift estimations was done using sender-to-receiver 
synchronization policy. Therefore these methods are faced 
with variances of the delay message. The transmitting node 
periodically sends a message with its local time as a 
timestamp to the receiver and then the receiver synchronizes 
with the sender using the timestamp receiver from the sender. 

o The transmitting node sends periodically a message 
with its local time as a timestamp by the receiver. 

o The receiver then synchronizes with the sender 
using the times tamp received from the sender. 

o The delay message between sender and receiver is 
calculated by measuring the total time to and from 
the moment the receiver requests Timestamp juice-
only time he receives an actual response 

3.10 Receiver-to-Receiver  
This is one of the approaches for performing time 
synchronization in WSN. This approach uses the property of 
the physical broadcast medium that if any two receivers 
receive the same message in a single-hop transmission in 
WSN, they receive it at approximately the same time. The 
authors of [43] have used this type of receiver-receiver 

synchronization method to evaluate overhead and error in 
WSN. Each sensor node has a local clock. In this clock a 
quartz crystal oscillator is used. Frequency of quartz crystal 
oscillator changes with change in ambient conditions, hence 
local clocks run faster or slower as compared to global clock 
(real time). The author has mathematically represented it by 
considering h(t) to be reading of local clock of node at real 
time t. Hence, the rate α(t) at which the nodes clock runs is 
mathematically represented as [44], 

dt

tdh
t

)(
)( 

  (1) 

Then, evaluation of the local time of any sensor node is, 

H(t)= α(t).t + β(t)  (2) 

Where β(t) is the estimated offset of the sensor node. The 
variable clock offset is basically computed as the difference 
between the local and global clock. In the above eq.(2), the 
clock rate α(t) = dh(t)/dt posses a value equal to unity for a 
precise clock computation at all times. However, such clock is 
anticipated not to run in either very fast or very slow and only 
intends to display the correct time only.  However, it should 
be known that the frequency of the quartz oscillator of the 
sensor node’s clock eventually changes with any slight 
alteration in the ambient temperature, humidity, or supply 
voltage. Applying probability theory, the rate computed for 
local clock to run either faster or slower is only 1. Hence, the 
clock drift of a sensor node is represented as standard 
deviation of the rate of clock from value of unity. Hence, 
clock drift for any sensor node can be mathematically 
represented as,  

ρ(t) = α(t)-1 

As, the system applies probability theory, so clock drift ρ(t) 
are restricted to the range of 0 and 1. And therefore, 1- ρ(t) ≤ 
α(t) ≤1+ ρ(t). 

Unfortunately, clock drift of the sensor node is not that easy 
to mitigate effectively as there are various external factors 
like pressure, temperature, supply voltage, temperature, as 
well as environmental alteration. Some of the other reasons 
are i) initiation of nodes at different time, ii) frequency 
difference for the clock oscillation resulting in skew, iii) 
variable frequency over time owing to energy depletion 
resulting in drift. Although, evaluation of clock drift has been 
investigated in operating system, but with the presence of tiny 
operating system (TinyOS) in wireless sensor network, an 
additional complexity arises owing to inherent characteristics 
of the sensor nodes.    

4. STANDARD TECHNIQUES OF TS 
This section will discuss the standard techniques of time 

synchronization that have been evolved from the continuous 

effort from the international research communities. Although 

the concept of time synchronization was actually pioneered by 

Elson and Estrin [45], but various other techniques have also 

emerged out, which were seen very often to be either referred 

or studied by various researchers in the recent past. Some of 

the standard approaches explored are: 

4.1 Reference Broadcast Synchronization 

(RBS)  
RBS is one of the significant attempted techniques introduced 

by Elson et al. [45] that uses physical layer broadcast for the 

purpose of comparing the local clocks from receiver node 

viewpoint. The potential highlight of RBS scheme is that the 

receiving sensor nodes broadcast the reference beacons to 
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their adjacent sensor nodes which arrival time instead of using 

timestamp. Interestingly, the sensor node just broadcast a unit 

pulse to two receiving sensor nodes, which after receiving, 

performs exchanging of their receiving time of pulse and 

attempt to evaluate their relative phase offsets. RBS scheme 

was also extended to incorporate certain features like 

permitting the time synchronization operation to be carried 

out by two receivers and enhancing the quantity of the 

reference pulse to accomplish improved precision in 

synchronization of local to global clocks. 

4.2 Time Synchronization Protocol for 

Sensor Networks (TSPN)   
TSPN is another frequently adopted technique to perform 

time synchronization, exclusively for the entire network 

scenario. TSPN initially establishes hierarchical structure of 

the network and then perform pair-wise synchronization along 

the edges of this structure for accomplishing better global 

clock synchronization of the entire network.  After this step, 

all the sensor nodes then perform their clock synchronization 

with the reference sensor node. This phase of operation is 

carried out using level discovery stage and synchronization 

stage. The motive of level discovery phase is to generate a 

hierarchical topology in the wireless sensor network by 

assigning a level to each sensor node. It considers root node 

as a sensor node with 0 assigned level and therefore, ith level 

of one sensor node is synchronized with (ith-1) level of 

another sensor node. Finally in the end stage (or level), it was 

seen that all the sensor nodes are actually synchronized to the 

root node and therefore the entire network nodes 

accomplishes their effective synchronization. The study of 

TSPN was done using real-time Berkley’s Mica architecture 

and also deploys time stamping the data packets at MAC layer 

for the purpose of removing uncertainty of synchronization in 

transmitting node. 

4.3 Tiny sync and Minisync (TS/MS)  
TS/MS is another time synchronization technique that uses 

concept of pair-wise synchronization [46] using multiple 

levels of round-trip evaluation. TS/MS also adopts line-fitting 

mechanism to accomplish the offset as well as differences in 

rate of two sensor nodes. TS/MS uses constant-rate 

framework where the data points are obtained using multiple 

level of round-trip synchronization process. The TS/MS 

technique adopts the simple mechanism of evaluating the 

relative offset and clock-drift of two nodes. The 1st sensor 

node time-stamps and forwards e probe control message to 

the 2nd sensor node. A time stamp is generated by the 2nd 

sensor node after getting the control message and instantly 

forwards a reply message to the 1st sensor node. Final time-

stamping is done by the 1st sensor node after receiving the 

reply from the 2nd sensor node.  The backbone of the TS/MS 

operation is basically the set of data points which ensures the 

improvement of algorithm precision with the increase of data 

points. The principle of formulation of the data points is based 

on constraints pertaining to relative offset and drift. Mini-sync 

is the advanced version of the Tiny-Sync for exploring the 

better solution with enhanced complexities. The system also 

prevents TS/MS for truncating the consideration of 

constraints for future data points. 

4.4Lightweight Tree-based Synchronization 

(LTS) 
 Different from other time synchronization technique, LTS 

was developed for reducing the complexities associated with 

time synchronization technique and not for enhancing the 

accuracy or precision. Hence, LTS considers accuracy as the 

constraint and performs computation to resolve the 

complexities associated with it. LTS system ensures that the 

time accuracy is very less, which gives a room to use 

lightweight time synchronization algorithms in wireless 

sensor networks. Literature have witnessed LTS scheme to 

work on pair-wise synchronization scheme where the 

techniques calls for sensor node to perform synchronization to 

a specific reference point (e.g. base station).  The technique 

usually adopts centralized scheme and uses spanning tree 

approach followed by formulation of pairwise 

synchronization along the (n-1) edges of the spanning tree. 

The root is considered to be always a reference sensor node of 

the spanning tree to perform an additional operation of re-

synchronization, if required. Considering bounded clock drifts 

and anticipated precision, the root estimates the time duration 

for valid unit step of synchronization. The system of LTS also 

ensures that depth of the tree do not have a significant effect 

on the time to perform synchronization of the entire network 

along with adverse effect of error among the leaf nodes.  The 

information pertaining to the depth of the tree is traversed 

back to the root for the purpose of performing re-

synchronization. The LTS technique also supports multihop 

communication in highly distributed manner. It also chooses 

not to use spanning tree sometimes when the sensor node 

choose to perform its own synchronization.  In such cases, the 

sensor nodes transmit the synchronization request to the 

nearest root, which ensures the synchronization with root 

node to all the sensor nodes leading to the root node. The 

potential advantage of such policy is ensuring participation of 

all the node information however insignificant it may be.  

Also, as the sensor nodes perform their own synchronization, 

hence unwanted computational effort of performing 

synchronization is highly reduced. However, LTS technique 

may aggravate the number of pairwise synchronization as the 

node decides on their own resulting in unwanted usage of 

available resources in wireless sensor network. Such issues 

have been addressed in the work of Holczer [64] and Song et 

al. [65]. 

4.5 Time Diffusion Synchronization (TDP) 
TDP scheme has higher supportability of the entire network. 

In this scheme, a group of master sensor nodes are selected 

that should have a proper access to global time for performing 

global synchronization. A request message consisting of 

current time, control message of receiver is broadcasted by 

the master node, which the computes the mean delay as well 

as standard deviation. On the other hand, the receiving sensor 

nodes perform and iterative process of aggregating such 

information for using by them for marking themselves as 

diffused leaders. The mean delay estimates as well as standard 

deviation are added along the route from the master sensor 

nodes. The schemes of TDP have some of the wide range of 

sub-techniques for autonomously performing synchronization 

of the nodes and reducing the false alarm on the other hand. 

The TDP scheme also performs a better balance between the 

time synchronization as well as delay estimation and was also 

found to be quite favorable to distributed wireless sensor 

network. However, at the initial level, the sensor nodes may 

receive a preliminary pulse from the base station either using 

multi-hop flooding or using direct broadcasting. Such sensor 

nodes deliberately seek to call themselves master node with 

the process of election of either master or diffused leader 

node. The technique usually intends to perform reduction of 

false positives and effectively balance the load of the network. 

The system also performs peer-evaluation technique for 

minimizing the false alarm from becoming the master node or 

diffused leader sensor node. Some of the effective benefits of 
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adopting TDP scheme as discussed by Gu et al. [47] are as 

follows: i) TDP is highly fault tolerant against message losses, 

ii) TDP supports better equilibrium of load in the network, iii) 

TDP also supports mobility actor in wireless sensor network, 

and iv) TDP is highly flexible as well as fault tolerant.  

However, the author have also chalked out some of the 

demerits of the TDP as i) higher convergence time and ii) 

backward running of clock. The higher convergence time was 

observed when the system doesn’t consider external precise 

time servers and clock runs backward when the clock value 

was found to be unexpectedly adjusted to the lower value. 

Obviously, these are the cases of inefficient and unreliable 

time synchronization process. 

4.6 Asynchronous Diffusion (AD) 
AD has the higher level of supportability of internal 

synchronization (TDP scheme supports external 

synchronization) [48].  In AD, each sensor node occasionally 

transmits a broadcasted message to its adjacent sensor nodes 

that replies with the message consisting of their current time 

owing to time stamping method.  The receiving sensor nodes 

then evaluates the mean of the time-stamp being received and 

then broadcast the mean estimates to the adjacent sensor 

nodes for updating the time scale. 

 

Table 1 Performance Comparison 

Subjective 

Performance  

Accuracy Energy 

Conservation 

Scalability Fault Tolerance 

RBS [45] Maximum Maximum Good No 

TPSN [49] Maximum Average Good Yes 

TS/MS [50] Maximum Maximum N/A Yes 

TDP [51] Maximum Average Good Yes 

AD [48] Unidentified Low N/A Yes 

 

Measurable  

Performance  

Precision Convergence time Network Size 

RBS [45] 1.85 ±, 1.28 μs N/A 2-20 Nodes 

TPSN [49] 16.9 μs Unidentified 150-300 Nodes 

TS/MS [50] 945 μs Maximum (Multihop) N/A 

TDP [51] 100 μs Maximum 200 Nodes 

AD [48] Unidentified (Multihop) 200–400 Nodes 

 

The effectiveness of the standard time synchronization 

techniques are usually evaluated using two types of 

performance parameters. The first type of performance 

evaluation parameters is called as subjective performance is 

evaluated using accuracy, energy conservation, scalability, 

and fault tolerance. The second type of performance 

evaluation parameter is called as measurable parameters 

which are usually evaluated using precision, convergence 

time, and network size. Table 1 highlights some of the 

significant statistics of subjective as well as measurable 

performance parameters for evaluating time synchronization 

in wireless sensor network. Precision is one of the important 

evaluation parameters in this process that computes the 

highest possible error in forms of offsets and skews for the 

node’s local clock with respect to global clock. However, 

accuracy, scalability, fault tolerance are other subjective 

parameters which are also given equal importance. Energy 

conservation basically highlights the effect of time-

synchronization on the energy-constraint sensor nodes in 

wireless sensor network. From mathematical viewpoint, 

convergence time as well as precision is found to be another 

set of measureable performance parameters. Network size is 

another important parameter using to understand the 

scalability extent of the algorithm. However, network size 

should be also discussed from cluster viewpoint also to 

understand how the time synchronicity can be affected by the 

network size. However, it was never seen much, if there is a 

possible of inclusion of other significant parameters too for 

significantly evaluating time synchronization effectiveness. 

Table 1 just highlights the frequently used performance 

evaluation parameters in the existing research work, however, 

we believe that there is a need to extend the study of time 

synchronization and check for inclusion of other network or 

system parameters apart from that highlighted in Table 1.  

5. SOFT COMPUTING TECHNIQUES 
From the previous section 4, it was seen that time 

synchronization is one of the critical problem in operational 

viewpoint of WSN. This section will discuss about some of 

the famous soft computing techniques that were introduced in 

the past (and even now) for the purpose of energy efficiency 

as well as resolving the issues of time synchronization. 

5.1 Coverage & Connectivity  
The significance of time synchronization technique is quite 

high in ensuring the effectiveness of coverage and 

connectivity in wireless sensor network. The term coverage is 

represented as the estimates of effective observation as well as 

controlling features of the defined physical space in wireless 
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sensor network [52]. The authors in [53] have discussed about 

their coverage protocol that was designed using probability 

their considering the sensing framework of wireless sensor 

nodes. The authors have considered that sensor nodes are well 

time-synchronized at higher level of accuracy. According to 

the author, a good assumption in higher accuracy in time 

synchronization only permits the better coverage schemes that 

can substantially reduce the adverse effect of clock drift. The 

study towards time synchronization technique on under water 

sensor network was discussed by the author in [54]. The study 

has adopted a simple synchronization protocol for mitigating 

the adverse effect of mobility as well as the propagation 

delay. A challenge of multi-hop sensor network scheme was 

discussed by authors in [55] with a motive on reducing the 

extent of energy depletion among the sensor nodes. However, 

the study was only focused on ensuring optimal connectivity 

and coverage area. The outcome showed better energy 

efficiency as the sensor nodes are programmed to switch over 

to sleep mode probabilistically. However, the study didn’t 

addressed complexity of time synchronization for large scale 

wireless sensor network and outcome was also found to be 

associated with additional need of communication as well as 

energy depletion too. The similar problem was also 

researched by the author in [56] where the author presented 

certain set of conditions for the sensor nodes to switch over to 

sleep mode and thereby ensure better network connectivity. 

The work done by authors in [57] have discussed certain 

technique to use minimum number of sensor node in awake 

mode and thereby address effectiveness in coverage and 

connectivity issues in wireless sensor network. Use of 

flooding time synchronization was found in the work carried 

out by author in [47] for time synchronization [13] among the 

sensor nodes and deluge [58] for the purpose of wireless re-

programming. The authors have presented a framework 

termed as uSense that is claimed to support numerous 

categories of coverage techniques with simple switching 

techniques in wireless sensor networks. 

5.2 Routing Protocol 
Routing protocols plays a critical role in ensuring effective 

and time-bound communication  in wireless sensor network. 

Use of cross-layer technique was witnessed in the study of 

author in [59] where the work mainly targets the efficiency of 

the routing protocol for distributing the time information. The 

prime motive was to use the optimal duty cycling of the 

sensor nodes. The significance of this study is that the author 

have integrated time synchronization technique in network 

later that was ultimately found with higher supportability on 

flat as well as non-hierarchical network topologies too. The 

outcome of the technique was found with better mitigation 

schemes for control overhead on conventional time a 

synchronization technique that adopts layer based policy. The 

analysis of the synchronization error using a reactive routing 

protocol was found in the study of author in [26]. However, 

the outcome was associated with loopholes owing to the clock 

skewness. Another notable work in the direction of routing 

protocol based solution is introduced by Varagnolo et al. [60]. 

The work was based on real-time filtering over directed 

staged flooding and unicast path diversity, which is the 

significant implement also witnessed in the study of [61], 

where the authors have used time synchronization techniques 

on mesh protocols.  Both the works ([60], [61]) have 

associated issues of scalability, which was never found to be 

evaluated with respect to skew compensation. This is a 

significant open issues as the errors evolving from skew 

measurement as well as estimation for skewness errors are 

anticipated to be propagated in the multiplicative pattern, 

where the skewness precision and probabilistic higher limit on 

the error estimation needs to be controlled. The authors have 

mitigated this problem by configuring a precise minimal and 

maximal limit on the differences of time of receiving the two 

control message used for evaluating the skewness. The work 

has also selected the size of higher dimensional neighboring 

routing table for computing skewness error. However, the 

outcome of such idea was never benchmarked properly with 

respect to its influence in time synchronicity resulting in 

unsolved issues of energy efficient time synchronous 

techniques in large scale wireless sensor network. 

5.3 Aggregation 
Time synchronization plays an extremely critical role in data 

aggregation technique of wireless sensor network. Adoption 

of time synchronization technique was seen in the work of 

[62], where the author chooses to perform security on the data 

being collected by mobile nodes. The work have discussed a 

new parameter of mobile node that should be authenticated by 

the leader node using cryptographic key management 

technique. After successful authentication, the discussed 

security framework believes that all the sensor nodes are then 

time synchronized in all the existing clusters, which is 

something new in cluster based wireless sensor network. 

Interestingly, the author in [62] have used time 

synchronization factor as a medium to circumvent the external 

attacks in wireless sensor network. The study carried out by 

author in [63] have discussed an aggregation scheme of 

wireless sensor network considering time constraint for 

adjusting the aggregation time of the sensor node for the 

purpose of accomplishing better performance. The study 

performed by [64] has discussed a data aggregation scheme 

for performing in-network secure data aggregation. Study in 

same direction was performed by author in [65] who have 

used explicitly time synchronization technique as a media to 

mitigate the security threats in wireless sensor network. Effect 

of time on data aggregation operation was studied by the 

authors in [66] who have developed a time based framework 

for regular aggregation scheme for accomplishing better 

energy efficiency with maintaining less data redundancy. 

Although, majority of the data aggregation based methods 

have been introduced in the past, but majority of the study 

considers that time is slotted properly and only single value of 

time estimates to be processed at unit time slot. However, the 

significant considerations of the time synchronization were 

never found to be part of any experiments being carried out 

till date in this regards. The work done in [67] discusses about 

the traffic reduction during data aggregation but it doesn’t 

furnish a complete solution to the critical problem associated 

with time synchronous in wireless network. It was also seen 

that in majority of the case, the sensor nodes do critically 

assume require time to be synchronized from global 

positioning system. However, such schemes may be well 

build in future application, but existing solution cannot 

consider a global time references. All the techniques are found 

to have higher dependability on the control message and their 

exchanging operation which are not at all cost effective 

measures to be recommended. 

6. RESEARCH CHALLENGES 
From the Section 3, 4, and 5, it can  be seen that there are 

massive archival of some of the significant techniques that has 

been introduced by the researcher in the past decade for the 

purpose of mitigating time synchronization issues in wireless 

sensor network. It has been found that different authors have 

their own uniqueness in their approach, where the outcome of 

their study was evaluated using their assumption and 
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experimental test-bed. Various analytical approaches were 

found in the time synchronization techniques exclusively for 

single hop network for the purpose of defining the accuracy 

features of the discussed synchronization techniques. 

Unfortunately, in case of multi-hop network, there was no 

evidence of any analytical model that could be adopted for 

further extension of future research work. It is already known 

that standard routing protocols that have higher supportability 

of multihop in wireless sensor network is very limited and no 

evidence of time synchronization technique considering 

multihop has added to a significant research gap. This fact 

needs to be addressed in the future study direction that 

emergence of increased error rate in time synchronization is 

quite high when two sensor nodes attempts to perform 

synchronization in multihop network. Although, effect of time 

synchronization of multihop network doesn’t have much 

significant effect in pair-wise error evaluation, but still the 

scope of evaluation in same is extremely few to find in 

existing studies. Such research gap calls for performing an 

extended study as well as problem investigation in the line of 

both single and multihop synchronization techniques in 

distributed wireless sensor network. The most frequently 

adopted RBS scheme was found with a significant issue when 

the identification or the discovery process of the sensor node 

to be acting as beacon sender evolved.  This is a challenging 

issue as if there is presence of more number of beacons in a 

single neighborhood, it may lead to evolution of message 

redundancy as well as control overhead too. This fact will also 

lead to maximize the consumption of constrained resource 

available within the sensor nodes. Moreover, such facts could 

be possibly more investigated to draw the understanding of 

association between precision as well as redundancy in the 

viewpoint of time synchronization.  Future research work 

could draw more assumptions and adopt novel techniques for 

understand the possibility of various number of beacon sends 

for accomplishing the anticipated minimal synchronized 

errors. To sum up, the issues observed in standard RBS 

scheme are i) requirement of additional time synchronization 

message for exchanging among the sensor nodes, and ii) 

limitation of the transmission range (adjacent sensor nodes) in 

RBS scheme. The other adopted scheme of time 

synchronization (e.g. TPSN [49], TS/MS [50], TDP [51], and 

AD [48]) also encounters some of the significant issues. The 

evolution of time-stamping jitter owing to delay while 

forwarding the data packet as well as information pertaining 

to synchronization error difference (due to clock drift) is still 

unsolved. Although, such technique have its own advantages 

on its own assumptions, but it should be known that time-

stamping jitter is the outcome of the variance of the time-

interval between the incorporated time stamp into the data 

packet by the transmitting node as well as reading it to the 

receiver.  Although the significant work done by Maroti et al. 

in [13] has done some of the potential contribution in the area 

of Time Synchronization by addressing the inaccuracy in 

source of message time-stamping, but still it is associated with 

large number of issues. Maroti et al. [13] have carried out the 

study considering channel access, transmission, reception, 

propagation, and receive time uncertainty. Unfortunately, the 

error evolved from the outcome was found to be highly 

arbitrary in nature and challenging to forecast or reduce 

especially in large scale wireless sensor network. The 

approach also doesn’t ensure if the clock drift can be 

effectively minimized as it can vary with the variation of 

temperature and time. Hence, the future study must focus on 

compensating the clock drift by introducing an approach for 

regular updating of the information associated with time 

factor related to sender and recipient sensor nodes. Moreover, 

energy minimization factor was another unsolved area as 

exploring the likelihood to enhancing the energy conservation 

while ensuring both connectivity and coverage can be termed 

as optimization issue. Unfortunately, no literatures were 

evident to consider such time synchronization factor 

effectively for maximum energy preservation in large wireless 

sensor network. 

Another significant issues explored in the review of literature 

is that majority of the prior studies have not considered 

appropriate global time synchronization as it is quite 

challenging for large scale wireless sensor network.  It was 

also seen that existing studies also don’t have any effective 

consideration of the time asynchrony. Such adoption of the 

techniques could be duly investigated in the future work. 

Moreover the studies of time-synchronization pertaining to 

coverage and connectivity in the area of wireless sensor 

network [52]-[58] have discussed various types of service 

enhancement parameters like coverage ratio, delay, lifetime 

etc, but such parameters are not the sole parameters to testify 

the effectiveness in time synchronicity in large scale wireless 

sensor network. Also, such techniques are effective on their 

own assumption, but fail to cater up the various dynamic 

design approaches of time synchronization problems in 

wireless sensor network. 

7. CONCLUSION  
The present paper has discussed the significant contribution in 

the forms of techniques introduced by the researchers in the 

past. With the availability of limited resources in sensor 

nodes, performing computational analysis and ensuring 

effective time synchronization was never an easy task. 

Although, from the evidence being discussed in this paper 

about the various standard techniques of performing time 

synchronization, it was seen that almost all the technique have 

some loopholes that actually doesn’t meet the design goal of 

the wireless sensor network. The extent of analysis outcome 

was studied for all the published papers and we came to 

conclusion that each technique have their own advantages and 

scope, however, problems of error reduction in 

synchronization is still an open issues. Moreover, the outcome 

reviewed from all the prior studies doesn’t seem to provide an 

effective benchmarking for which purpose understanding the 

best standard of time synchronization was quite a challenging 

task. Hence, our work for future direction will be towards 

addressing the research gap explored in this paper and 

introduce a novel framework with support of highly extensive 

analysis and benchmarking techniques to generate reduced 

synchronization errors substantially. We will also like to make 

some sophisticated assumption to design such model and 

experiment it to understand all the influence of various 

significant network and system features on time 

synchronization error reduction. 
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