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ABSTRACT 

Intrusion detection system is a technique of identifying 

unwanted packets that creates harm in the network; hence 

various IDS are implemented for the security of network 

traffic flow. Here in this paper an efficient technique of 

identifying intrusions is implemented using hidden markov 

model and then classification of these intrusions is done. The 

methodology sis applied on KDDCup 99 dataset where the 

dataset is first clustered using K-means algorithms and then a 

number of attributes is selected which are used for the 

detection of intrusion is passed to the HMM, after calculating 

probability from each of the states, these probabilities are 

fused to get the resultant final probability and also overall 

probability is calculated from dataset on the basis of which 

intrusions are classified as low, medium or high. 
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1. INTRODUCTION 
The main definition of intrusion detection system starts with 

the use in hardware or software so that the data or traffic 

flows through these devices can be filtered since this traffic 

may contains some unwanted flow data that may harm to the 

system. Using intrusion detection system the author can not 

only identify various attacks in the network traffic but can 

also classify the type of attack. Although there are various 

techniques implemented for the detection and prevention of 

network attacks but on the basis of characteristics of the 

detection of attacks it can be classified as signature based and 

anomaly based. 

1.1 Hidden Markov Model 
The HMM Model formed with a definite number of states set. 

Due to transitions among the states are presiding over by a set 

of transition probabilities that are associated with each and 

every state. In an exacting state, a result or observation can be 

generated as per separate probability distribution associated 

with the state. It is only the result of finite number of set of 

transitions, not the state that is able to be seen to an outside 

viewer. States are hidden to the external observers 

consequently named as Hidden Markov Model. The Markov 

Model used for the hidden layer is a first-order Markov Model 

which indicates that the probability of individual in an 

exacting state depends no more than on the earlier state. At 

the same time as in a scrupulous state, the Markov Model is 

supposed to “emit” a visible keep up a correspondence to that 

particular state of the Markov model. One of the objectives of 

using an Hidden Markov Model is to presume from the set of 

predicated recognizable path that the most likely path in state 

gap that was trailed by the system. Figure 1 shows the 

example of HMM [16]. 

 

Figure: 1 Example of HMM 

There are various techniques that are implemented for the 

detection of intrusions such as by using of learning [1] which 

uses the concept of natural immune system, by using the 

concept of system calls [2], and by using statistical or 

threshold values [3] and using classification or clustering 

technique of data mining [4]. From all the techniques 

implemented for the detection of intrusions HMM is one of 

the efficient techniques which provide high performance of 

detection intrusions. But the intrusions detection using HMM 

takes more training time due to which its efficiency hides. 

Depending on the information source considered, an intrusion 

detection system (IDS) may be either host-based intrusion 

detection system (HIDS) or network-based intrusion detection 

system (NIDS).  

2. INTRUSION DETECTION AND ITS 

TYPE 
Everywhere IDSs allow for the detection of successful or 

unsuccessful attempts to compromise systems security. An 

IDS is an important component of any security infrastructure 

that complements other security mechanisms. As illustrated in 

Figure 2, IDS consists of four essential components: sensors, 

analysis engines, data repository, and management and 

reporting modules. 

An IDS monitors the activity of a target system through a data 

source, such as system call traces, audit trails, or network 

packets. Relevant information from these data sources are 

captured by IDSs sensors, synthesized as events, and 

forwarded to the analysis engine for on-line analysis or to a 

repository for off-line analysis. 
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The analysis engine contains decision-making mechanisms to 

discriminate malicious events from normal events. It may 

include anomaly, misuse, or hybrid detection approaches 

(described next). Outputs from analysis engines include 

specific information regarding manifestation of suspicious 

events. This information is stored in a repository for forensics 

analysis. A management and reporting module receives events 

that could indicate an attack from the analysis engine, raises 

an alarm to notify human operators, and reports the relevant 

information and the level of threat. The management module 

controls operations of IDS components, such as tuning 

decision thresholds of the analysis engine and updating the 

data repository.  

The figure 2 shown below shows the various components of 

intrusion detection and their various levels. 

 

Figure: 2 High level architecture of an intrusion detection 

system 

An IDS may include a response module that undertake further 

actions either to prevent an ongoing attack or to collect 

additional supporting information – it is often referred to as 

intrusion prevention system (IPS) or intrusion detection and 

prevention system (IDPS), [6-9]. IDSs are typically 

categorized depending on their monitoring scope (or location 

of the sensors) into network-based and host-based intrusion 

detection systems. They are also classified based on the 

detection methodology (employed by the analysis engine) into 

misuse and anomaly detection [5]. More detailed taxonomies 

have been also developed, which further classify IDSs 

according to their architecture (centralized or fully 

distributed), behavior after attacks (passive or active), 

processing time (on-line or off-line), level of inspection 

(stateless or state full), etc. [8] [10-12]. 

3. NEED OF IDS 
 IDS can be illustrate as a specific tool that knows how to read 

and understand the contents of log files from firewalls, 

routers, servers, and other network devices. Moreover, a 

database of identified attack signatures is stored by IDS and it 

can compare activity patterns, network traffic which observed 

in the logs. At that position, the IDS can raise the alerts or 

alarms, take different kinds of usual action ranging from 

shutting down Internet links or specific servers to launching 

back traces, and establish additional active efforts to 

recognize attackers and actively gather facts of their 

suspicious activities. Specifically, intrusion detection can be 

describe as a detection of illegal use of or attacks on a system 

or set of connections. An IDS is needed for detection and 

determent of such attacks or unauthorized access of systems, 

networks, and related resources. 

4. INTRUSION DETECTION USING   

HIDDEN MARKOV MODEL 
In HMM, the probability with which a given sequence is 

generated from a model can be calculated using forward-

backward procedure and an optimal model can also be built 

from a collection of sequences using Baum-Welch 

reestimation formulas. If normal behavior is modeled into an 

HMM, we can determine whether current behavior is normal 

or not by comparing the evaluation value of current behavior 

sequence against the model’s threshold for normal behavior. 

Each HMM determines whether current sequence is abnormal 

from the measure’s point of view it is responsible for and 

participates in final decision  

The figure 3 shown below shows various states of HMM and 

transitions. This model is used for finding the hidden layer is a 

first-order Markov Model [15]. 

It shows the basis model of the HMM which contains a set of 

initial states a number of hidden states and observed output 
states. 

 

 
Figure: 3 Simple HMM Architecture 

 Graphical Model  

 Arrows indicate probabilistic dependencies 

 Circles indicate states. 

5. PROPOSED METHODOLOGY 
The proposed technique is based on the grouping of normal 

and abnormal behavior in the dataset and then on the basis of 

the depends attribute in the dataset through intrusions can be 

detected transition of state and their various probabilities can 

be calculated and then these probabilities are fused to get a 

threshold probability which is then compared to classify the 

type of intrusion in the dataset. 

A HMM is characterized by the following elements: 

1.  N, the number of states in the model. 

2.  M, the various observations symbols according to 

the number of states i.e. the discrete alphabet size. 

3.  A, the state transition probability distribution. In 

this case is N *N matrix. 

4. B, the observation symbol probability distribution. 

In this case is N*M matrix. 

5.  P, the initial state distribution. Each element pi is 

the probability that the initial state is the i-th state. 

Here the concept of Classifier Fusion which fuses the outputs 

of an ensemble of classifiers to produce a single output. 
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The figure 4 shown below is the flow chart of the proposed 

methodology. Here KDDCup 99 dataset is used which 

contains 42 attributes and a number of instance values. The 

dataset also contains a number of intrusions such as Neptune, 

smurf and nmap attack [14]. Here clustering is applied on the 

input dataset which clusters the dataset into two groups 

cluster-0 and cluster-1 which denotes normal and abnormal 

values of the dataset. Hidden Markov Model is then applied 

on the abnormal that data only in result to that it generates 

probability.  

 

Figure: 4 Outline of the proposed Methodology 

The probability calculated here using hidden markov model 

based on behavioral distance for the entire attributes means 

hidden markov model contains 42 states on the basis of which 

probability is calculated. On the other hand the number of 

attributes is selected which are fully dependent through which 

intrusions can be calculated are chosen from the dataset and 

hidden markov model is applied on these attributes to get the 

probability from each of the attribute and these probabilities 

are fused to get the resultant probability. Now the difference 

is computed from the two generated probabilities and the final 

probability is calculated and compared with the threshold 

probability to classify the type of intrusion as low, medium or 

high. 

The algorithm contains the following steps: 

1. Take an input dataset in which intrusion is detected. 

2. Apply clustering algorithm for the grouping of 

normal and abnormal data in the dataset based on 

dependent attributes. 

3. Compute probability for each data flow in the 

dataset according to the behavioral distance based 

Hidden Markov model. 

4. For each attributes that are selected for the transition 

states in the HMM. 

 

5. Calculate probability for each of the state in the 

HMM, calculates the probability distribution of 

getting the system call in the process from one state 

to another. 

6. The probability for different states is calculated and 

the probabilities are fused to get a resultant fused 

probability. 

7. The difference probability of each packet flow in 

the dataset and final fused result gives probability 

that can be used for the classification of intrusions. 

6. RESULT ANALYSIS 
The table 1 shown below is the fused probability that can be 

estimated using hidden markov model. The fused probability 

can vary with the number of states selected for the HMM. 

Table: 1 Fused probability based on states on Dataset-1 

No. of states Fused Probability 

2 0.52 

3 0.51 

4 0.629 

5 0.62 

6 0.58 

7 0.546 

8 0.63 

9 0.639 

10 0.571 

11 0.551 

12 0.591 

13 0.61 

14 0.63 

The table 2 shown below is the fused probability that can be 

estimated using hidden markov model. The fused probability 

can vary with the number of states selected for the HMM. 

Table: 2 Fused Probability based on states on Dataset-2 

No. of states Fused Probability 

2 0.75 

3 0.761 

4 0.773 

5 0.78 

6 0.785 

7 0.788 

8 0.792 

9 0.796 

10 0.799 

11 0.81 

12 0.82 

13 0.84 

14 0.85 
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The figure shown below is the fused probability from a given 

set of attributes in the dataset. 

 

  Figure: 5 Fused Probability based on states on Dataset 

The table 3 shown below is the comparative analysis of false 

alarm rate for hidden markov model and Fusion based HMM. 

Table: 3  Comparison of False Alarm 

  No. of False Alarm 

No. of Requests HMM  FHMM 

50 5 15 

60 6 18 

70 25 30 

80 10 15 

90 10 19 

100 5 8 

7. CONCLUSION 
The proposed methodology implemented here for the 

detection and classification of intrusion using HMM provides 

efficient results. The technique implemented here uses the 

attributes of the dataset as the states to predict the probability 

and finally probabilities from all the states is fused to get the 

final output probability which is then compares to the 

probability predicted from all the states of the dataset. The 

methodology not only detects the intrusion but also classifies 

the intrusion as low, medium or high intrusion. 
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