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ABSTRACT 

The technology of motion detection has become one of the 

important research areas in computer vision. In surveillance 

video this has got a number of applications which range from 

indoor and outdoor security environment, traffic control, 

behavior detection during spot activities and for compression 

of video. In this paper simple but robust moving object 

detection and segmentation algorithm is proposed. The 

algorithm is based on the background subtraction. A 

differencing and summing technique (DST) has been used for 

the moving object detection and segmentation. This method is 

simple and low in computational complexity as compared to 

traditional object identification and segmentation techniques. 

The experimental results show that the proposed method work 

efficiently in identifying and segmenting moving objects, both 

in indoor as well as in outdoor environment with static 

background. 

General Terms 

Object Identification, Object Segmentation, Surveillance 

video. 

Keywords 

Object identification, Object segmentation, background 

subtraction, surveillance video, bonding box. 

1. INTRODUCTION 
Moving object segmentation in real world scene has become 

one of the important research areas in computer vision. This 

has got a number of applications in video surveillance. These 

include indoor and outdoor security environment, traffic 

control, and behavior detection during spot activities and for 

compression of surveillance video. Reliable detection of 

moving object is an important requirement for such 

applications. In literature, four different kinds of approaches 

can be found for solving the object segmentation problems- 

background subtraction, temporal differencing, statistical 

method and optical flow. 

Background subtraction [1][2] , is the commonly used class of 

technique to detect moving region in image. This method is 

highly dependent on a good background model to reduce the 

influence of dynamic scenes. Temporal differencing [3][4] 

makes use of pixel by pixel difference between two or three 

consecutive frames in an image sequence to extract moving 

objects. This is very adaptive to dynamic environment but 

generates holes inside the moving objects.  

Optical flow [5][6] based motion segmentation uses 

characteristics of flow to detect independently moving objects 

even in the presence of camera motion. However most flow 

methods are computationally complex and very sensitive to 

noise. 

Statistical methods [7][8][9] are inspired by the basic 

background subtraction method. These methods are proposed 

to extract change regions from stationary background. The 

statistical approaches use the characteristics of individual 

pixels or group of pixels to construct more advance 

background models which can be updated dynamically. Each 

pixel in the current image can be classified into foreground or 

background comparing the statistics of the current background 

model. 

In [10], a novel approach to segment the motion object using 

statistical partial correlation method. Motion segmentation is 

done by checking pixel by pixel disparity in RGB color space 

between three consecutive video frames simultaneously. A 

distance measuring factor is used to classify a pixel p(x,y) as 

background. This algorithm is claimed to be robust to large 

variation in intensity. However because of pixel to pixel 

analysis, the complexity is high. 

Based on background subtraction, statistical methods are 

proposed to extract moving region from background  in 

[7][11]. Background statistics are dynamically updated during 

processing of the video signal. Current image pixels are 

classified into foreground or background based on the 

statistics of the current background model. 

In [12] a novel hybrid algorithm for segmentation of slowly 

moving objects is proposed. The algorithm is based on 

temporal information of the difference among multiple frames 

to detect initial moving regions. Gaussian mixture model 

(GMM) is then used along with an expectation maximization 

algorithm to segment a spatial image into homogeneous 

regions. Final moving objects are obtained by fusing the result 

of motion detection and spatial segmentation. 

In this paper, a simple but robust moving object detection and 

segmentation algorithm is proposed. The algorithm is based 

on the background subtraction. A differencing and summing 

technique (DST) is used for the moving object detection and 

segmentation. Rest of the paper is structured as follows. 

Section 2 describes the proposed scheme which is further 

subdivided into moving object detection and objects 

segmentation. In this section the proposed algorithm of object 

identification and segmentation is described. This is followed 

by the Section 3, where experimental results of the proposed 

algorithm are presented. Finally conclusion is presented in 

section 4. 
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2. PROPOSED SCHEME 
In surveillance domain, videos usually consist of objects that 

are smaller in size as compared to the background and these 

objects are fast moving. Generally there are multiple objects 

in the scene and they have frequents occlusion with each other 

[13]. Therefore, if a group of frames from a video signal is 

subtracted from the background and the resultant difference 

frames are added together, the maximum displacement of the 

objects within the group of frames can be computed. Based on 

this maximum displacement each of the objects can be 

identified. Motivated by this fact, a new moving object 

identification and segmentation is proposed in this paper. The 

block diagram for the proposed algorithm is show in Fig.1. 

 

2.1 Moving object detection 
The differencing and summing technique (DST) is used for 

identifying moving objects and the objects are segmented 

from the background using bonding box based on the 

maximum and minimum coordinates of the moving objects. 

This technique is based on the background subtraction. To 

detect the moving objects in video frames, initially, the model 

of background scene must be constructed, and then current 

frame is subtracted from the background model in order to 

determine the moving objects.  Here it is assumed that the 

background image has been constructed using any of the 

methods used in [8][9][10]. Firstly eight consecutive frames 

from a video signal are considered and each of them is 

subtracted from the background image. The difference images 

are them added together to obtain a resultant image. This 

image represents the maximum movement of the objects in 

the given eight frames.  

Let                                      be the sequence of 

frame from a video signal then the equation 1 represent the 

difference of the image sequence with the background image 

f(x,y) and equation 2 represent the sum of difference image. 

                                

 

                        

 

   

 

Here         represent the moving object in each frame. The 

summation of the entire difference image results in an image 

which shows the maximum displacement of an object in the 

given sequence of frames. The noise is removed from the 

resultant image using morphological opening and closing 

process. The final image is threshold to obtain the binary 

image. This final image is a black and white image that 

consists of black background with the objects along with its 

displacement denoted by white connected pixels. The 

summery of the algorithm is described below. 

 

STEP 1: Read 8 consecutive frames from a video sequence. 

STEP 2: If it is a RGB image convert it into grayscale image. 

STEP 3: For Frame: = 1 to 8, do 

 3.1: If Frame < = 8, then 

   Frame: = Frame – Background 

 [End For] 

STEP 4: Add all the 8 results obtained in STEP 3. 

STEP 5: In the image obtained in STEP 4, fill all the gaps 

inside the object. 

STEP 6: Convert the image obtained in STEP 5 into a binary 

image. 

STEP 7: Remove all the extra noises from the image obtained 

in STEP 6 using morphological opening operation 

The resultant image is the image depicting the objects and the 

region covered by the individual objects in all the 8 frames, 

which gives the maximum displacement by the object within 

the group of 8 frames. After the maximum displacement of an 

object is identified, the next stage is to find the rectangular 

bounding box covering the region of maximum displacement 

for each object. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Block diagram for the segmentation of moving objects from   the frames. 
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2.2 Object segmentation – Bonding box 

creation 
For segmenting the moving object from the video frame the 

concept of 8 neighbor’s connectivity of pixel is used. With 

this concept pixels of the objects are labeling in order to 

segment them. Here, it is assumed that if the pixels are 

connected then they belong to the same object and hence 

given the same label.  

The labeling procedure starts by scanning the individual pixel. 

Scanning is done one row at a time starting from the top left 

corner of the image i.e. from left to right of an image. Once 

the scan reaches the second row the scanning is done in the 

reverse manner i.e. from right to left, and so on till all the 

rows of the image matrix are scanned. This means the odd 

rows are scanned from left to right and even rows are scanned 

from right to left. As the image is in the binary format the 

object is denoted by connected pixels with value 1 and the 

remaining background is denoted by 0. During scanning, 

labeling of the pixels will not start until the first ‘1’ is 

encountered. Once the first ‘1’ is encountered it is assumed 

that the first object is found and now the labeling process can 

be started. Let p denote the encountered pixel during the 

initial scan when no object has been detected, if p=1, the pixel 

p is labeled with a new label followed by the labeling of its 

entire eight neighborhood pixels with the same label as that of 

p. This labeling is done to differentiate the different objects. 

After the first pixel labeling it is know that the object has been 

detected but the area of the object is yet to be known. To 

know the exact dimension of the object, pixels on the same 

row are scaned, if the pixel p=1 again the same labeling 

process is followed. The scanning technique for detection of 

single object is illustrated in the Fig 1. 

 

 

 

 

 

 

 

Fig 2: Pixel Scanning Process and first pixel leveling. 

 

 

 

Figure 3: Second pixel labeling. 

Figure 3: Second pixel labeling. 

 

 

 

Fig 3: Second pixel labeling. 

 

Fig.2 shows the first iteration scanning process where the 

initial pixel p=1 is found and the corresponding eight 

neighborhood is labeled with a label ‘v’. If any one of the 

neighbor is already labeled which denotes that there is an 

existing object already present than the existing label is used 

to label the entire eight neighborhood of current pixel. This 

denotes that the scanned pixel belongs to the existing object. 

Fig.3 illustrates the first iteration scanning process where the 

next pixel p is also 1 that is already labeled but we still need 

to label its neighborhood pixels that are yet to be labeled. The 

eight neighborhood of 1 is scanned and the label that is 

assigned to any one of its eight neighborhoods is assigned to 

the non-labeled pixels. This technique isolates the connected 

pixels of each object by assigning them with the same label. 

As the object is a represented by a group of connected pixels 

this process differentiate between objects using the label. 

Fig.4 shows that the next pixel p=0 and if any of the 

surrounding eight neighboring pixels contains a white pixel 

(p=1), then the same procedure is followed i.e. eight 

neighborhood of 0 is scanned and the label that is assigned to 

any one of its eight neighborhoods is assigned to all its non-

labeled neighborhood pixels. If in case the eight neighborhood 

of 0 pixel contains only black pixels (p=0) whether labeled or 

non- labeled, skip the current pixel and move scanning to the 

next pixel. By doing this we skip labeling the black pixels 

which may be the empty spaces inside the frame and which is 

not the part of the object itself. 

 

 

 

 

 

 

 

 

 

Fig 4: Third pixel labeling. 

 

 

 

 

 

 

 

 

 

 

Fig 5: Fifth pixel labeling 

In the Fig.5 where pixel p=0, the every neighboring pixels are 

already labeled in previous step. Here the labeling in not 

required so the second iteration starts in the reverse order and 

the same labelling process is carried on as shown in Fig.6. 

0          0       0(v)    1(v)    1(v)      0        0 

0          1        1(v)   1(v)    1(v)      1        1 

0          0        1        0         1          1        0 

0          0        0        0          0         0        0 

0          0        0        0          0         0        0 

0          0        0        0          0         0        0 

0          0        0        0          0         0        0

     

 

  

 

 

0         0        0(v)    1(v)   1(v)    0(v) 0 

0         1         1       1(v)    1(v)    1(v)     1  

0         0         1         0        1       1  0 

0         0         0         0        0        0  0 

0         0         0         0        0        0         0 

0         0         0         0        0        0         0 

0         0         0        0         0        0         0 

  

 

 

0       0         0(v)   1(v)    1(v)    0(v)    0(v) 

0       1         1(v)   1(v)    1(v)    1(v)    1(v) 

0       0         1        0          1         1        0 

0       0         0        0          0         0        0 

0       0         0        0          0         0        0 

0       0         0        0          0         0        0 

0       0         0        0          0         0        0 

 

 
0       0        0(v)    1(v)    1(v)    0(v)    0(v) 

0       1        1(v)    1(v)    1(v)    1(v)    1(v) 

0       0          1         0        1         1        0 

0       0          0         0        0          0       0 

0       0          0         0        0          0       0 

0       0          0         0        0          0       0 

0       0          0         0         0         0       0 
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Fig 6: Scanning the second row of pixel. 

A condition may arise that if the current pixel is a black pixel 

or p=0 and the surrounding eight neighborhood pixel may 

contain combination of white and black pixels, if these pixels 

are not labeled than simply avoid labeling them, else if any 

one of the 8 neighbors is 1 and its labeled than as mentioned 

above the same level is assign to all the surrounding eight 

neighborhood and the current pixel itself. This condition 

applies only if the current pixel scanned is 0. 

 

 

 

 

 

 

 

 

 

 

Fig 7: Complete labeling of an object. 

All the connected pixel of the first detected object is labeled 

as ‘v’ as shown in the Fig.7 as per the proposed scanning 

process. Here the labeling stops at fifth row first column 

where the current pixel value is p=0. Here since all the 

neighbors of the p is 0, and as stated above for this condition 

the labeling of the pixel is skipped.  Since all the remaining 

pixel fall under same condition the labelling process is 

skipped. 

For multiple object detection the same procedure is followed. 

But for multiple objects the labeling for next object is 

initialized only when the current pixel p is 1 and none of its 

neighbors are labeled. When such condition arises we further 

increase the neighbor search range by 10 pixels in all the four 

sides of the current pixels. This increase of search space is 

done in order to avoid any empty gaps inside the object which 

may be misinterpreted as the blank space though this space is 

the part of the object and should not be neglected, as it may 

result in the white pixel to be treated as the new object. Now 

after increasing the search range, it is again checked if any 

pixel within the search range has been labeled or not, and if 

any labeled pixel found then  the current pixel is treated to be 

the part of the same object and assign the same label to the 

current pixel and its neighbors. If none of the pixels in the 

search area has been labeled then it can be assumed that the 

current pixel is a new object and new label is assign it to the 

current pixel and its neighbors. And the rest of the pixels 

labeling process is same as mentioned above.  

This process of scanning the pixels and labeling is carried out 

for all the pixels in the image. By this labeling process, 

different objects will have different labels and hence it is 

possible to identify each and every object in the frame. Using 

the maximum and minimum coordinate values of same 

labelled object a bonding box is created in order to segment 

the moving objects.  As most of the valid objects consist of 

many connected pixels while the noise is simple consist of 

limited number of connected pixels. So noise compared to 

object has less number of labels, so any labels having the 

lesser counts than the defined threshold are treated as the 

noise and are neglected. This way actual moving object can be 

distinguished from noise. 

The proposed algorithm can be summarized as follows: 

STEP 1: Scan the image one pixel at a time starting from the 

top-left corner unless the first 1 is encountered. Let the 

scanned pixel is P. 

STEP 2: If P is the first ‘1’ encountered, then label the pixel P 

and all its 8-neighbors pixels with the same label. Then scan 

next pixel P. 

STEP 3:  3.1: If P=1, then scan the 8-neighbors of P.  

 3.1.1: If any of the neighbors of P has been already 

labeled then assign that   label to P and all its neighbors.  

 3.1.2: Else if none of the neighbors of P has been 

labeled, then 

 3.1.2.1: Increase the search area by 9 pixels on all 

four sides of P and start the scan, if any pixel has a label or 

not. Let the scanned pixel be P’. 

3.1.2.2: If any P’ has a label then assign that label to P and all 

the  neighbors of P. Then scan the next pixel P and go to 

STEP 3.  

3.1.2.3: Else if none of the P’ has a label, then assign a new 

label to P and all its neighbors. Then scan the next pixel P and 

go to STEP 3. 

[End if] 

[End if] 

3.2:  If P=0, then scan the 8-neighbors of P. 

                        3.2.1: If any of the neighbor of P is ‘1’, then 

check whether that neighbor has been labeled. If yes then 

assign that label to P and all its neighbors. Then scan the next 

pixel P and go to STEP 3. 

   3.2.2: If all the neighbors of P is ‘0’, then scan the next pixel 

P and go to STEP 3. 

[End if] 

STEP 4: For each individual label find the minimum (x, y) 

coordinate and maximum (x,y) coordinate among all the 

pixels labeled. 

0       0        0(v)    1(v)   1(v)    0(v)   0(v) 

0       1        1(v)    1(v)   1(v)    1(v)   1(v) 

0       0         1         0        1       1(v)   0(v) 

0       0         0         0        0        0        0 

0       0         0         0        0        0        0 

0       0         0         0        0        0        0 

0       0         0         0        0        0        0 

0(v) 0(v)  0(v) 1(v)  1(v)  0(v) 0(v) 

0(v)1(v)  1(v) 1(v)   1(v)  1(v)  1(v) 

0(v) 0(v) 1(v)  0(v)  1(v)  1(v)  0(v) 

0(v) 0(v)  0(v) 0(v)  0(v)  0(v)  0(v) 

0(v) 0(v)  0(v)  0(v)  0(v) 0(v)  0(v) 

0       0      0       0       0      0       0 

0       0      0       0       0      0       0 
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3. EXPERIMENTAL RESULTS 
In this section, several experiments were performed to prove 

the feasibility of the proposed moving object identification 

and segmentation algorithm. Both the indoor and outdoor 

environment video has been experimented. Three test videos 

namely “hall_monitor.avi”, “outdoor.avi” and “road_side.avi” 

are used in the experiment. The Fig.8 shows the background 

image, the consecutive eight frames and their corresponding 

results of subtraction with background for the video signal 

“hall_monitor.avi”.  

 
(a) 

 
(b) 

 
(c) 

Fig 9: (a). Background frame (b).  Group of eight 

consecutive frames (c). Difference of background frames 

and the eight frames. 

The difference images are added to form a resultant image as 

shown in Fig.10(a). Based on the maximum and minimum 

coordinates of the identified moving objects present in the 

resultant image, a bonding box is created in each of the object 

which segments it from the stationary background. Fig.11(b) 

shows the created bonding box.  

Similarly the results for the other two video signals 

“outdoor.avi” and “road_side.avi” are shown in Fig.12  and 

Fig.13. Here a group of eight frames is considered so that so 

the bonding box does not cover a large displacement. The 

labels whose pixels count is less than 400 pixels were 

neglected because these are very small as compared to the 

image size and are considered as noise. The results  

 

 

obtained show that the proposed method work efficiently in 

identifying and segmenting moving objects both in indoor as 

well as in outdoor environment with static background. 

 

  
(a)                                        (b) 

Fig 10: (a) Image showing object’s maximum 

displacement within 8 frames (b) Creation of rectangular 

bounding boxes covering the region of maximum 

displacement by the object. 

 

    
      (a)                                            (b) 

Fig 11: (a) Object’s maximum displacement within 8 

consecutive frames. (b) Creation of rectangular bounding 

boxes covering the region of maximum displacement by 

the object. 

 

   
(a)                                            (b) 

Fig 12: (a) Object’s maximum displacement within 8 

consecutive frames. (b) Creation of rectangular bounding 

boxes covering the region of maximum displacement by 

the object. 

4. CONCLUSION 
A new moving object detection and segmentation based on 

differencing and summing technique is presented in this 

paper. This method is simple and low in computational 

complexity as compared to traditional object identification 

and segmentation technique. This method efficiently identifies 

the moving objects and segments them from the static 

background. However this method does not take into account 

the shadows of the moving objects, so they are also 

segmented as moving objects if they are large in size as 

compared to the threshold value. The experimental results 

prove the feasibility and usefulness of the proposed method. 
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