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ABSTRACT   
 In   this  work,  a  model  of  a corporate   network  has  been  

developed,   simulated   and   implemented   using   optimized 

network engineering tool (OPNET) technology,  in a  

simulation  environment  of  100m  x  100m  office network 

topology.  Delay signal was monitored, neural network (NN) 

was used to predict the error in the delay signal, one-

dimensional   (1D)    multilevel   wavelet   de-noising   

technique  to   filter   the   error, autocorrelation  function  

(ACF)  and   fast   Fourier  transform   (FFT)  energy  spectrum  

to  validate  the  result  of  the   filtering     after  the stages   of 

the decomposition  and  the  reconstruction  of the  delay  

signal. The result of the filtering revealed that the error in the 

data delay is de-noised successfully, since the coefficient of the 

ACF grows above zero and energy rate in the FFT- spectrum 

increased. 
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1. INTRODUCTION  
Currently, the  demand   for   internet   service   is   growing 

exponentially  more  especially   with   the   introduction  of 

multimedia  services  such  as video and audio  streaming in 

addition, to the traditional  WWW  browsing, e-mail  and others 

[10].  Due  to  these massive  activities  imposed  on  the 

internet network the data  traffic is becoming more complex day  

by  day.    Hence,   the   internet    network   experience 

congestion as well as delay phenomenon. When viewing the 

causes of the network delay on a large scale many factors could 

be taken into consideration; like low bandwidth, application of 

many hosts in a broadcast domain, multicasting and inefficient 

protocols. Network delay, degrades overall network 

performance, since it is associated with amplified errors, 

retransmission of data, overflow probability and probably may 

involve data drop [5]. Delay problem is very difficult to predict 

because one may not know the exact input characteristics of the 

network at a particular period.  Therefore, in trying to address 

delay problems on the internet network and to develop the 

algorithm for the fast flow of data traffic across an IP network, 

question of constructing a model with input characteristics may 

arise.    

 

1.1 Related Work 
Many research works in this field have justified that recent   IP   

network   traffic   suffer   congestion   or   delay problems.  In  

[9]  a  study  on  internet  delay  was carried in order to analyze 

delay and causes of  delay  across  internet;  the study  shows  

that  internet network  exhibits delay  cause due  to  inefficient  

design  of  a webpage. In [6]  UDP  echo method  was  used  to  

investigate  network  problems  as  a faulty   network   interface  

card;  the  study   revealed   that  packet  were  lost   randomly.  

In  [2]   the   study  conducted   was   based   on   loss   and   

delay   measurement   in   data   collected   from   internet   

service  providers  (IPS)  in  US; the study arrived to a 

conclusion that some  paths  experience severe impairments due 

to network protocol  failure,  reconfiguration and router 

operation may be  responsible   for   network delay instead of 

normal congestion  and   quality   of service.  In  [7]  research  

was conducted   to   study   network efficiency in terms of 

measuring network  congestion;   the   result  of  the  work 

revealed  that  most  congestion  problems  were experienced 

due  to  the  network component,  which  include  structural 

failure,  links,  nodes,  other  such  as  a natural disaster, and 

attack   from   terrorist. All the related work mentioned above 

were concerned about the identifying delay on the network but 

did not provide solution on how to address the delay problem 

on the network. While in this work, delay on the network is 

identified and addressed. In [3], [16], [17], [18], these authors 

used the wavelet technique as a de-noising tool, but in all their 

works the speed and accuracy of the wavelet technique is not 

ascertained. However, in this work, the speed and accuracy of 

the wavelet technique is ascertained using fast Fourier 

transform (FFT) and autocorrelation function (ACF). 

  
1.2 Basic Concepts 
OPNET is a high class networking tool that is capable of 

providing performance analysis in most communication 

networks such as a global system for mobile communication 

(GSM), computer networking and application, both wired and 

wireless networks [20]. OPNET has the tendency of analyzing 

routing protocols. Simulation with OPNET tool provides near 

practical results. We choose to develop our network with this 

tool because of its accuracy and applicability in this field.  

 

NN is an intelligent system capable of machine learning and 

pattern recognition. In various fields, NN has proved to be 

useful in solving complex problems that some common 

programmable tools cannot address [19]. Our interest is raised 

about the use of the NN tool because of its diversity in handling 

problems and precision of the NN output.  

     

Wavelet simply means wave with short duration with an 

average value zero. The wavelet tool can analyze smallest part 

of the signal that older tools like Fourier transform could not be 

able to analyzed [18]. Wavelet is used to de-noise unwanted 

signal out of the wanted signal that can be used for different 

purposes. There are different types of mother wavelet. These 

include db, coif, .haar, bio, sym and many others. Before 

choosing any mother wavelet for de-noising, two or three things 

have to be given consideration that is; there must be correlation 

between the mother wave and the congested waves, inspecting 
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wave structure is also important and  based on total energy 

interval where wave spikes occurs. Wavelet has demonstrated a 

couple of significance in filtering processes is the reason for its 

consideration in this work. 

      

This work, propose to develop a corporate network using 

OPNET technology with complex input say 200 host users, to  

monitor the  traffic  with the  interest  of  studying delay  on  the  

network. Also, propose to use NN [15] to predict error on the 

network, 1D wavelet de-noising technique will be apply to filter 

the error present in the signal. In addition, validate the filtering 

technique using ACF and FFT energy spectrum.  Even though, 

there are many methods in which error from delay can be 

reduced among all are segmenting   the network using some 

equipment like switch, bridge   and routers, using high 

bandwidth, suitable protocols [14]. Wavelet de-noising 

technique is chosen because it seems to be one of the   best and 

promising methods in de-noising errors that are associated   

with delay   on the entire   network.  To ascertained that, the de-

noising technique is effective. Emphasis  will be stressed on the 

properties  of  the  ACF in  terms  of  a strong relationship with 

delay; one obvious observation with ACF is that as the presence 

of delay  on  the network  increases  its coefficient  decay to 

near zero [11], which means the signal monitored has no 

correlation with the error on the network and in the FFT energy 

spectrum; the energy    in    the    spectrum   or   the   traffic 

volume    transmission    reduces to  a considerable  extent as 

the error increases on the network.   

 

2. IMPLEMENTATION OF SIMULATION 

MODEL 
A   simulation area   of 100m x 100m   office topology network 

is first created using a startup wizard. The topology is   then   

created.  The  required   number  of   the  nodes  is dragged  into  

the empty space based on the number of nodes needed for a  

particular  section, and  then each of the node field   is  set  to  

carry   out  their   functions.  These include application   

configuration,   profile configuration, server, switch, personal 

computer and LANs. The Table 1 below gives the model and 

the simulation metric parameters. 
 

Table I. Simulation Metric Parameters 

Nodes Simulation Metrics 

Simulation size 100m x 100m 

Traffic monitored HTTP, FTP, Telnet, Email, 

Database 

Simulation time  30 minutes 

Application config. Setting Default 

2 LANs 50 and 100 host users 

Information department 14 host users 

Technical department 6 host users 

Administrative department 30 host users 

Total host users 200 host users 

 

2.1 Collection of Statistics  
Large amount of data traffic from different sources is 

introduced into the model. The goal is to monitor delay with the 

huge data traffic. In optimized network engineering tools there 

are two major statistics available, these are; global statistics and 

node statistics. Global statistics tell us about the statistics of the 

entire network while node statistics tell us about the statistics of 

an individual node. Appropriate statistics are then imposed on 

the scenario model, simulation is run, and results are taken, the 

Ethernet data delay monitored is then presented in Figure 2, 

below as a signal. 

3. MATHEMATICAL APPROACH 
This section describes the mathematical approach of all the 

tools used in this work such as neural network error prediction, 

one-dimensional wavelet filtering technique the ACF and the 

FFT energy spectrum. 

3.1 Neural Network Error Prediction 

Let’s donate   nxxxtx .,.....,, 21  is the delay data 

measured in ).....,.2,1( Nt . Assuming that Fig. 1 

presents how a neural network operates. In the hidden layers 

there are 10 neurons, 2 delays and the soft threshold were used 

for the prediction to be effective; this is because soft threshold 

is quite differentiable and realizable. Soft threshold is often 

realizable by using tanh so that, hard threshold can be 

replicated.  
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Fig 1:  Neural architecture 

By initializing the weight, the following parameters and arrays 

can be defined as Wij. Let Xi be the input signal, Sj be the signal 

after passing through the nonlinear elementsθ (neurons). The 

weight of the signal becomes Wij=Xi+Sj,  λi be the input layer 

and λ0 be the output layer. Therefore, the weight of the signal 

may be initialized as 
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For each value of input in the array we will have different 

values of ijW . However,  
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In order to determine the error in the signal, by definition the 

error weight may be given as 
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   nyxHewe n ),((                                 (3) 

To implement the SGD, we need the gradient of (3) 
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For efficient computation,  chain rule will be applied to the (4) 
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Also, 
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 Recall that, 

   nyxHewe n ),(( . Then, we propagate forward until 

we have j and  for the final layer following the conditions 

that λ=λ0 and j=1that is a scalar function. The error may be 

estimated as  

    nyXeWe j  0
                                              (7) 

We know that  00 
 jj SX   

3.2 One-dimensional Filtering Technique 
The delay signal is decomposed using 1D multilevel wavelet. 

The decomposed signal gives information about the signal as 

given in (8) 

   kJay x ,  kJ ,0 +  


j

k

x kjd
1

,  kj,0
 
(8) 

 

The coefficients are situated on the upper and lower scale on the 

octave range [17][23] from 1 ≤ J ≤ Jn , and 1 ≤ j ≤ Jn for the 

approximated and the detail signal, where Jn is the maximum 

scale. Usually, the wavelet coefficients ),( kJax , ),( kjd x

are derived from the relationship below after full 

decomposition.  
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 Where a is the positive number which defines the signal scale 

that is neither by stretching or compressing the length of the 

signal and b is the real number that defines the signal shift that 

is neither by delaying or hastening the signal. While, (9) is 

sometimes called child wavelets derived from the mother 

wavelet.  

3.3 Autocorrelation Function 
The general form of evaluating ACF coefficient of the data 

observed may be evaluated by the expression (10). 

 qr =
N

1   
 

 

x

XxXx q



1
                         (10) 

Where   X ,   the   mean of   the observed data, σ is the 

standard deviation of x,  nq ..........2,1,0 and -1≤r (q) ≤1. 

When r (q) is negative the signal and error are negatively 

correlated, r (q) is zero the signal and the error have no 

correlation and r(q) is positive the signal and the error are 

positively correlated. As the r(q) gets closer to 1, the correlation 

between the signal and error increases and vice versa.   

3.4 First Fourier Transforms 
The most common   method to know the amount of the error in 

the signal is by applying the FFT   spectrum   analysis.   In   this   

work, the FFT energy spectrum of   the filtered signal will be 

examined with respect to the growth of the signal spectrum as 

the filtering process continues. Our expectation  is  that,  as  the  

filtering    level   increases   the   signal   spectrum  will   also  

increase, the  evidence   may  be  confirmed  in  the  later  part  

of   this  work.   The use of the FFT technique tells us about the 

size of the spectrum and speed in the FFT energy spectrum. 

Discrete Fourier transform (DFT)   may   be   computed   using 

the expression (11),           

                                                   (11)         

 k0. . . N-1. In   DFT, the evaluation   of    Xk   may require 

N2 operation to determine the signal spectrum size and the 

speed; this may be slow and difficult to investigate, while FFT 

requires mathematical operation Nlog2N to improve the 

spectrum size and the speed of the signal spectrum in the DTF 

spectrum. This means that as the filtering process increases the 

FFT speed increases by the ratio of N2/Nlog2N which may also 

be written as N/log2N, this is approximately 10 times the speed 

of the signal in DFT spectrum. See [21][22][24] for further 

details.  Where  denotes    primitive root of unity 

and N represents the vector sum of the sampled sets. 

4. RESULT AND DISCUSSION 
Fig 2, depicted below is the Ethernet delay signal monitored 

after the simulation. This delay signal is collected from OPNET 

simulator, as it can be seen the delay signal varies with time, the 

inconsistency or the variation may be attributed to the input 

characteristics of the data traffic at the time of the day that 

shows stationary behavior with time. This is one of the major 

characteristics of suspecting congested or delay in the network.     

 

            Fig 2:  Data delay (original signal)  
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While Fig 3, presents the histogram of the data traffic showing 

the suspected delay part in the network; the greatest delay 

concentration is towards the later part of the signal which 

means at that point the signal have high frequency which could 

be undesirable for the network.  

 

              Fig 3:  Histogram of the data delay    

To further validate the presence of the congestion or delay on 

the network, the NN technology is applied to predict the error in 

the delay signal. We then introduced the data from the simulated 

network into the NN tool in order to obtain a weight that could 

give us desired output. In the process, the network trained 

several times, as the training continues; it is noticed that the 

successive training pairs negate the change in each stage of 

training to a reasonable point that is up to the stage, that the 

error goes below the threshold. This now confirms the degree of 

error on the network; at that point NN tends to recognize the 

input as the error reduces. Fig 4, shows the amount of the error 

predicted after the training, while Fig 5, and shows NN output 

with better data traffic even when the de-noising is not 

performed since at each stage of training the error reduces. 

 

      Fig 4:  Error signal predicted after NN training 

 

                     Fig 5:  NN output after training                            

As mentioned in the previous part of this text congestion or 

delay is undesirable for any network user. However, it becomes 

necessary to monitor our network in order to provide a 

reasonable quality of service (QoS) to the end user, this is one 

of the factors that prompt us to use the wavelet technique as one 

of the promising methods suitable for decongesting delay in the 

network. The wavelet technique utilizes decomposition, 

compressing and reconstruction process before the signal is de-

noised [8][12][13].  After the error prediction, the signal is then 

decomposed and analyzed with wavelet db10 type at level 3, 

which is a3 on J and d1, d2 and d3 on j scale respectively. The 

process of decomposition consist of down sampling and 

filtering while the reconstruction process involved up sampling 

and filtering, during the process of the filtering in any of the 

stages attention must be given to the choice of the appropriate 

filter because if care is not taken some vital part of the 

information may be lost since at that time the signal is 

compressed and is difficult to know the exact information about 

the signal which may consists of high and low frequencies. 

Usually, the approximated signal is situated on J octave on high 

scale has low frequencies and the detail signals on j has low 

scale and contains high frequencies. 

      Fig 6 shows the reconstructed signal after all stages of 

decomposition and filtering. Comparing Fig 2 and 6 it can be 

seen that some parts of the signal in Fig 2 have been smoothed 

meaning that the signal is de-noised which evident that Fig 2 

contained a reasonable amount of noise though both the signal 

follows the same trend. 

 

                 Fig 6:  Reconstructed signal. 

   Fig 7 shows the residual signal; this is an undesirable or the 

signal content filtered from Fig 2, it consumes almost all the 

content of the signal in Fig 2. This is evidence that error 

occupied the larger portion of the original signal and it may be 

attributed to the cause of the delay in the Ethernet network. 

      

      Fig 7:  Residual signal after de-noising technique.  

        

Fig 8 and 9, show the fast Fourier transform spectrum and 

autocorrelation function respectively. When comparing the ACF 

and original delay signal after decomposition and the 

reconstruction show poor correlation which means the network 

is de-noised to a reasonable extent since ACF characteristics 

does not comply in terms of delay while looking at the FFT 

spectrum in Fig 8, indicates that data traffic flow rate is 

tremendous due to the de-noised process compared to the traffic 

flow rate in Fig 2. 
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                     Fig 8:  Fast Fourier transform spectrum 

 

                      Fig 9:  Autocorrelation function           

5. CONCLUSION 
An Ethernet corporate network had been developed, simulated 

and implemented with several data traffic loads. Data traffic is 

monitored; error is predicted in the network using NNPC. The 

NNPC result shows that the corporate network    experience   

high    delay   due   to the   high   input characteristics of the 

network. 1D   de-noising is applied to de-noised error while 

ACF and FFT confirmed that the error content of the network   

has been successfully de-noised. This work is focused on the 

error prediction and de-noising process in the corporate 

network. It does not take in consideration the other causes of 

the network error apart from the input characteristics. It is 

believed that, this work has provided some vital information on 

how to predict and de-noise signal from congested network. We 

recommend that such work should use ACF and FFT to relate 

the affinity between delay and longtime dependence or self-

similarity. 
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