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ABSTRACT
The IEEE 802.15.4 standard defines a Physical (PHY) and Medium
Access Control (MAC) layer protocol for low data rate wireless net-
work with low power requirement which makes it ideal PHY/MAC
for WSNs. Currently WSNs with combination of IEEE 802.15.4
and ZigBee are being used extensively in industrial applications
such as factory automation and control, environmental monitoring
etc. Such applications need Quality of Service (QoS) in terms of
reliability and latency along with energy efficiency for longevity of
the network.
The slotted IEEE 802.15.4 MAC protocol uses the duty cycle
mechanism to save energy. However the duty cycle mechanism
reduces the effective bandwidth leading to possibility of higher
packet collision in the active periods and an improper choice of
duty cycle may result in low packet delivery ratio and higher packet
latency. Similarly there other MAC parameters such as the bea-
con interval which have bearing on performance of the WSN. It
is therefore necessary to make accurate analysis of IEEE 802.15.4
MAC protocol, with duty cycle mechanism enabled, so that the
MAC parameters such as Duty Cycle, beacon interval etc. can
be set so as to ensure satisfaction of QoS requirements of applica-
tions while achieving maximum energy efficiency.
We present here an analytical model developed as a Markov Chain
Process for slotted IEEE 802.15.4 MAC protocol assuming duty
cycle mechanism is enabled in the protocol. Expressions are de-
rived based on the model to compute percentage of packet success-
fully delivered within a given latency and the energy consumed by
the sensor nodes in the process. The model is expected to be use-
ful in deciding on the key MAC parameter values for applications
of known traffic load and QoS requirements such as Packet De-
livery Ratio(PDR) within given latency while maximizing energy
efficiency. The analytical model presented is validated through sim-
ulation study in NS2.
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1. INTRODUCTION
The IEEE 802.15.4 standard has received considerable attention as
a major low data rate and low power protocol for wireless sensor
networks (WSNs) for applications like process control and factory
automation which normally have very low rate traffic between sen-
sors/actuators. Use of IEEE802.15.4 in WSNs is possible due to
amalgamation of the IEEE 802.15.4 standard and the ZigBee spec-
ifications. The IEEE 802.15.4 standard [5] defines the physical and
medium access control (MAC) layers and the ZigBee specification
[11] defines the networking and application layers of the protocol
stack.
For a successful deployment of WSNs in industrial environments
along with energy efficiency, we have to deal with QoS parameters
like successful delivery of data packets (reliability) and timeliness
[12, 14]. In this paper a Markov Chain based analytical model is
proposed to compute packet delivery ratio(PDR) within a given la-
tency and the energy consumed per byte of data delivered(EPBDD)
in a WSN. The proposed model is validated with simulation results
in NS2.
The rest of this paper is organized as follows. Section 2 discusses
the related works. Section 3 introduces the IEEE 802.15.4 MAC
protocol. Section 4 gives a detailed description of the Markov
Chain Model proposed and equations derived based on the model
to calculate PDR within a given latency limit and energy consump-
tion of a node. In Section 5 we validate our proposed model by
comparing analytical results with results obtain from NS2 simula-
tion. Finally, Section 6 draws the conclusions of the work.

2. RELATED WORK
In recent years, some notable analysis have been presented based
on results obtained from simulation on the performance of IEEE
802.15.4 WSNs when duty cycle mechanism is enabled.
The earliest work that studies the performance of the network in
terms of throughput and overall power consumption of the network
due to change in duty cycle is by Gang et al. [6]. A number of
analytical models have also been developed considering the inac-
tive period in the beacon interval for IEEE 802.15.4 MAC based
on the Bianchi’s model [1] developed for IEEE 802.11 DCF. These
include both saturated and unsaturated conditions. Miic et al. [7]
have developed an analytical model to study the throughput perfor-
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mance at different packet arrival rates, number of stations, buffer
sizes, and packet sizes. Gao et al. [3], Xiao et al.[13], and Huang
et al.[4] also developed analytical model to study effect of inactive
period on the performance of the network in terms of throughput
and power consumption.
The existing works of analytical modeling and simulation focus
mainly on the study of the impact of inactive period on the per-
formance of IEEE 802.15.4 networks. However, no work has been
observed that deals with QoS requirements of applications in terms
of packet delivery ratio (PDR) and packet latency together with en-
ergy efficiency when the duty cycle mechanism is enabled.
Park et al. [10] developed a model for IEEE 802.15.4; however the
duty cycle mechanism was not considered in the model. Based on
the model authors derive expressions to compute packet delivery
ratio, average latency and power consumption. The work mainly
focuses on the performance analysis and validating the accuracy of
the proposed model.
A WSN application is characterized by its traffic load, required
packet delivery ratio (PDR) and a latency limit. The two key MAC
parameters that play important role in satisfying the requirements
of the application are the duty cycle (dc) and the beacon interval
(bi). This work focuses on determining the combination of Duty
Cycle and Beacon Interval for a WSN an application with given
characteristics such that the consumed amount of energy per byte
of data delivered (EPBDD) is minimized.
Let the objective functionEPB(dc, bi, pdr, δ, l) denote average en-
ergy consumed per byte of data delivered with packet delivery ratio
no less than pdr and latency no more than δ at given traffic load l
for duty cycle dc and beacon interval bi. The constrained optimiza-
tion problem of the network is therefore-

minimize EPB(dc, bi, pdr, δ, l) (1)

An analytical approach is used to solve the above optimization
problem expressed in Eq.(1). The analytical model developed, com-
putes packet delivery ratio (PDR) achieved and the corresponding
energy consumed by the WSN for the packets delivered within a
given latency limit, considering that it as a vital for QoS satisfac-
tion of applications. Further, for the energy consumed, we compute
the energy per byte of data delivered (EPBDD) as it reflects the true
energy efficiency.

3. IEEE 802.15.4
IEEE 802.15.4 PHY/MAC was originally designed for Personal
Area Networks (PANs) [5]. An IEEE 802.15.4 network basically
consists of a coordinator and associated nodes which are synchro-
nized to the coordinator. The channel accesses of IEEE 802.15.4
MAC are done in two operational modes- beacon enabled mode
and non-beacon enabled mode. In the beacon enabled mode IEEE
802.15.4 MAC operates as slotted Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) and in non-beacon enables
mode it operates as unslotted CSMA/CA. The beacon enabled
mode allows for an energy saving mechanism through use of the
concept of Duty Cycle that provides for the transceivers in the
nodes to be in Active or Sleep Modes in a synchronized man-
ner. Here the transceivers are active during a Superframe that is
bounded by a Beacon frame generated by the coordinator at regular
interval. The interval between two consecutive beacons is the size
of the beacon frame which is also called Beacon Interval (bi). The
duration of beacon interval is decided by the parameter called Bea-
con Order (BO) and bi = 15.36 ∗ 2BO ms where 0 ≤ BO ≤ 14.
The size of the active period is also called Superframe Duration
(SD) and its length is decided by the parameter Superframe Order
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Fig. 1. Markov chain model for IEEE 802.15.4 and duty cycle mechanism
with slotted CSMA/CA

Table 1. Summary of the notations used in the Analytical Model and
Expressions

bi,k,j The probability of being at state (i,k,j) in the Markov Chain
λ Packet generation rate with Poisson distribution.
q0 Probability of nodes obtaining a packet for transmission.
Pd Probability that a packet is being differed due to lack of active period

in the current Beacon Inteval.
L Total length of a packet in terms of backoff slots including overhead and payload.
tack Time a node will wait for the acknowledgement frame after transmission.
Lack The length of an acknowledgement frame.
IFS Inter-Frame Spacing.
tm,ack Timeout of an acknowledgement frame.
W0 Minimum backoff window size.
m0 Minimum backoff exponentmacMinBE.
mb Maximum backoff exponentmacMaxBE.
m Maximum allowed backoffmacMaxCSMABackoffs.
n Maximum allowed retransmissionmacMaxFrameRetries.
τ Probability that a node senses the channel at CCA1 in a randomly chosen time slot.
p Probability that a packet is ready for transmission.
Pc Probability of a packet collision.
α Probability that a node finds the channel busy at CCA1.
β Probability that a node finds the channel busy at CCA2.
N Total number of contending nodes.
LS Time required for successful transmission of a packet in terms number of backoff slots

whereLs =L+ tack +Lack + IFS

LC Time spent for a collided packet in terms of number of backoff slots where
Lc =L+ tm,ack .

Pcf Probability that a packet is discarded due to channel access failure.
Pcr Probability that a packet is discarded due to retry limits.
Pi Power expenditures corresponding to the radios idle state.
Psc Power expenditures corresponding to the radios sensing state.
Pt Power expenditures corresponding to the radios transmission state.
Pr Power expenditures corresponding to the radios receive state.
Psp Power expenditures corresponding to the radios sleep state.
Psi Power expenditures corresponding to the radios sleep to idle transition.
Pir Power expenditures corresponding to the radios idle to receive transition.
Pit Power expenditures corresponding to the radios idle to transmission transition.
Tsi The time required by radio for sleep to idle transition.
Tir The time required by radio for idle to receive transition.
Tit The time required by radio for idle to transmission transition.
LB Duration of the beacon frame in terms of backoff slots which is 2 backoff slots.
fb The frequency of beacon reception which is computed asfb = 1

BI
.

Tb Probability that a node will be in state of receiving beacons.

(SO) and SD = 15.36 ∗ 2SO ms, where 0 ≤ SO ≤ 14. Thus the
Duty Cycle(DC) of a network operating in beacon enabled slotted
CSMA/CA mode is 2(SO−BO).

4. THE MARKOV CHAIN MODEL
The following are the changes in our model with reference to that
in [10]:
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(1) Any transmission should be completed within the active pe-
riod in a beacon interval, that is, if nodes realize that a trans-
mission cannot be completed within the active period in the
current beacon interval, it is postponed to the next beacon in-
terval. We introduce the probability of a packet being deferred
Pd in the analytical model which is computed as

Pd =
LS + 2

SD
(2)

(2) The term q0 used in the model is defined as the probability that
a node generates a packet during a slot. Packets are assumed
to be of fixed L-backoff slot duration and arrive at the nodes
according to a Poisson arrival rate of λ packets per packet du-
ration. Thus we compute this probability as

q0 =
λ

L
(3)

(3) The analysis focuses on very low traffic so the effect of queue
length is assumed here as negligible. Therefore in the proposed
model the queue length in a node is not restricted unlike in [10]
where a finite queue length is considered.

(4) We introduce the probability p which is the probability that
the node has packet for transmission. The packet ready for the
transmission may be a newly generated packet or a packet that
was deferred due to inactive period in the previous beacon in-
terval. We compute this probability as-

p = q0 + Pd (4)

(5) Q0....QL0−1 used in [10] is replace with a single idle state
which represents the starting of a packet transmission process.

(6) As we consider starting of packet transmission process al-
ways start from idle state, node always goes to the idle state
with probability 1, after successful transmission or collision at
maximum retransmission. Due to this consideration transition
probability to idle state from the maximum backoff stage is
either α(1− Pd) or β, on event of busy channel sensing.

4.1 The Proposed Model
The analytical model is a three dimensional Markov chain process
which represents a node packet transmission process as indicated
in Figure.1. It uses 3-tuples < s(t), c(t), r(t) > to form the
Markov chain process. Tuple s(t), c(t) and r(t) are representing
the backoff stage, the state of the backoff counter and the state of
retransmission counter at time t, respectively. States (i,Wm−1, j)
to (i,W0 − 1, j) are used to represent backoff stages and state
(i, 0, j), (i,−1, j) for CCA1, CCA2 and state (−1, k, j) ,
(−2, k, j) for successful and unsuccessful packet transmission,
respectively.

Proposition 1: Let the stationary distribution of the Markov chain
in Fig.1 be bi,k ,j = limt→∞Pr(s(t) = i, c(t) = k, r(t) = j), i ∈
(−2,m), k ∈ (−1,max(Wi − 1, Ls − 1, Lc − 1)), j ∈ (0, n).
Then for 0 ≤ i ≤ m

bi,k ,j =
Wi − k
Wi

bi,0 ,j (5)

where

Wi =

{
2iW0 i ≤ mb −m0

2mb−m0W0 i > mb −m0

and

b0,0 ,0 = [
1

2
(
1− (2x)m+1

1− 2x
W0 +

1− xm+1

1− x
)
1− yn+1

1− y

+(1− Pd)(1− α)(
1− xm+1

1− x
)
1− yn+1

1− y
+ (Ls(1− Pc)

+LsPc)(1− Pd)(1− α)(1− β)(
1− xm+1

1− x
)
1− yn+1

1− y

+
1

p
[xm+1 1− yn+1

1− y
+ (1− Pd)(1− α)(1− β)Pc(

1− xm+1

1− x
)yn

+(1− Pd)(1− α)(1− β)(1− Pc)(
1− xm+1

1− x
)
1− yn+1

1− y

+Pd(
1− xm+1

1− x
)
1− yn+1

1− y
]]−1

(6)

Proof: First, we derive the state transition probability of Markov
chain to compute the stationary probability. Secondly we apply the
normalization condition to compute the probability b0,0,0.
The state transition probabilities associated with the Markov chain
are listed below-

P (i, k, j|i, k + 1, j) = 1, for k ≥ 0 (7)

Eq.(7) is the decrement of backoff counter, which happens with
probability 1.

P (i, k, j|i−1, 0, j) =
(1− Pd)(α+ (1− α)β)

Wi

, for i ≤ m (8)

Eq.(8) represents the probability of finding busy channel either in
CCA1 or CCA2 and of selecting a state uniformly in the next back-
off stage provided there are available slots in active period for trans-
mission.

P (0, k, j|i, 0, j − 1) =
(1− Pd)(1− β)(1− α)Pc

W0

, for j ≤ n
(9)

Eq.(9) gives the unsuccessful transmission probability after find-
ing an idle channel in both CCA1 and CCA2, and a node picks
uniformly a state in the next retransmission stage.

P (idle|m, 0, j) = (1− Pd)(α+ (1− α)β), for j < n (10)

Eqs.(10) represent the probability of going back to the idle stage
due to the channel access failure.

P (idle|i, 0, n) = (1− Pd)(1− β)(1− α), for i < m (11)

Eqs.(11) represent the probability of going back to the idle stage
due to retry limits.

P (idle|i, 0, j) = Pd, for i ≤ m and for j ≤ n (12)

Eq.(12) is the probability of going to the idle stage due to un-
available time slots in the active period for transmission at backoff
counter m and retransmission stage n.

P (0, k, 0|idle) = p

W0

, for k ≤W0 − 1 (13)

Eq.(13) models the probability of going back to the first backoff
stage from the idle stage.

P (idle|idle) = (1− p) (14)
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Eq.(14) models the probability that a node remains in idle stage.
Based on Eqs.(7) to (14) we derive the closed form expression for
bi,k,j which is expressed in Eq.(5).

From Eq.(8), for i ≤ m we obtain

bi,0,j = ((1− Pd)(α+ β(1− α))ib0,0,j (15)

From Eq.9, we can rewrite bi,0,j as

b0,0 ,j = (1− Pd)(1− α)(1− β)Pc

m∑
i=0

bi,0 ,j−1

= ((1− Pd)(1− α)(1− β)Pc

m∑
i=0

((1− Pd)(α− β(1− α))i)jb0,0 ,0

(16)

Next, we apply the normalization condition to derive expression for
computing b0,0,0. By the normalization condition, we know that

m∑
i=0

Wi−1∑
k=0

n∑
j=0

bi,k,j +

m∑
i=0

n∑
j=0

b−1,0,j

(17)

+

n∑
j=0

(
Ls−1∑
k=0

b−1,k,j +

Lc−1∑
k=0

b−2,k,j

)
+ idle = 1

In Eq.(17), first term represents that the node is in backoff, second
in sensing, third in packet transmission and fourth in idle state re-
spectively.
We derive expressions to compute these terms, starting by the first
term. Based on Eqs.(5), (16) and (17) we derive the expression to
compute the probability, that the node is in backoff state which is
outlined below-

m∑
i=0

Wi−1∑
k=0

n∑
j=0

bi,k ,j

=

m∑
i=0

n∑
j=0

Wi + 1

2
((1− Pd)(α+ β(1− α))ib0,0 ,j (18)

=



if m ≤ mb −m0

b0,0,0
2

( 1−(2x)
m+1

1−2x W0 +
1−xm+1

1−x ) 1−y
n+1

1−y

if m > mb −m0

b0,0,0
2

( 1−(2x)
mb−m0+1

1−2x W0 +
1−xmb−m0+1

1−x
+(2mb + 1)xmb−m0+1( 1−x

m−mb+m0

1−x )) 1−y
n+1

1−y

where
x = (1− Pd)(α+ β(1− α))
y = (1− Pd)(1− α)(1− β)Pc(

1−xm+1

1−x )

The expression to compute the probability that the node is in chan-
nel sensing state is derived as:

m∑
i=0

n∑
j=0

bi,−1 ,j

=

m∑
i=0

n∑
j=0

(1− d)(1− α)((1− Pd)(α+ β(1− α)))ib0,0 ,j

= [(1− Pd)(1− α)(
1− xm+1

1− x
)
1− yn+1

1− y
]b0,0 ,0

(19)

The expression to compute the probability that the node is in trans-
mission state is derived as:

n∑
j=0

(

Ls−1∑
k=0

b−1,k ,j +

Lc−1∑
k=0

b−2,k ,j )

= [(Ls(1− Pc) + LsPc)(1− Pd)(1− α)(1− β)(
1− xm+1

1− x
)

×(1− y
n+1

1− y
)]b0,0 ,0

(20)

Lastly, we derive the expression to compute the probability that
the node is in idle state. This is derived by considering that the
successful transmission and the failure events are due to the limited
number of backoff stages m and the retry limits n which is shown
below:

idle =
1

p
[xm+1(

1− yn+1

1− y
) + (1− Pd)(1− α)(1− β)Pc(

1− xm+1

1− x
)yn

+(1− Pd)(1− α)(1− β)(1− Pc)(
1− xm+1

1− x
)
1− yn+1

1− y

+Pd(
1− xm+1

1− x
)
1− yn+1

1− y
]b0,0 ,0

(21)

By replacing Eqs.(18)-(21) in Eq.(17), we obtain the expression
for b0,0,0 which is shown in Eq.(6).

We derive the probability of successful packet reception, or reliabil-
ity [10] which is expressed in Eq.(22). This expression will be used
later on while computing successful packet reception, or reliability
within a given latency limit.

PDR = 1− Pcf − Pcr (22)

In order to derive the probability of successful reception we need
the expressions of carrier sensing probability τ , collision proba-
bility Pc and busy channel probabilities α and β. Expressions for
computing these probabilities remain same as [10]. These expres-
sions, all together form a system of non-linear equations which is
solved numerically using the Fixed Point Iteration method.

4.2 Packet Delivery Ratio within a given Latency and
the Energy Consumed by a node:

We derive here the expressions to compute Packet Delivery
Ratio (PDR) achieved within a given latency and the Energy
Consumed by a node. To derive the expression for computing PDR
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achieved within a given latency we need the delay distribution of
successfully received packet. The distribution of delay is obtained
by expressing the Probability Generating Function (PGF) of delay
experienced by a successfully received packet [7], [9]. To start
with, the PGF for the effective duration of the backoff period,
considering the presence of inactive period in the time frame.

Proposition 2: Let Boff (Z) be the PGF for the effective duration
of the backoff period, considering the presence of inactive period
then we can compute Boff (Z)as

Boff (Z) = (1− Plast)Z + PlastZ
(BI−SD)Be(Z) (23)

Proof: Eq.(23) consists of two terms which are the PGF’s, rep-
resenting that backoff countdown process during active and inac-
tive period. The backoff counter decrements by one slot at the
active period and freezed during inactive period. The PGF for
active and inactive period are computed as (1 − Plast)Z and
PlastZ

(BI−SD)Be(Z), respectively. The term Plast, is the prob-
ability that backoff period is the last within the superframe and it is
expressed as-

Plast =
1

SD
(24)

A beacon frame is received before resuming the backoff count-
down, so term PlastZ

(BI−SD) is product with Be(Z). The term
Be(Z), is the PGF for the duration of the beacon frame which is
derived as-

Be(Z) = Z2 (25)

Since, during the backoff process, node finds its radio either in
active or sleep state, therefore Boff (Z) is obtain as summation of
terms PlastZ

(BI−SD) and PlastZ
(BI−SD)Be(Z) .

Proposition 3: Let Tsucc(Z) be the PGF for successful transmis-
sion considering the presence of inactive period and Tcol(Z) for
unsuccessful transmission respectively. They are computed as:

Tsucc(Z) = (1−Pd)Z
Ls+PdBp(Z)Z

(BI−SD)Be(Z)Z
Ls (26)

Tcol(Z) = (1−Pd)Z
Lc +PdBp(Z)Z

(BI−SD)Be(Z)Z
Lc (27)

Proof: Eq.(26), consist of two terms which are the PGF’s for non
deferred and deferred successful transmission which are computed
as (1− Pd)Z

Ls and PdBp(Z)Z
(BI−SD)Be(Z)Z

Ls respectively.
The term ZLs is the PGF for successful packet transmission time.
The term Bp(Z) is the PGF for Ls + 1 slots which are wasted due
to the insufficient slots in the current superframe and it is computed
as:

Bp(Z) =
1

Ls + 1

Ls∑
k=0

Zk (28)

A node waits for (BI − SD) slots during inactive period
and its PGF is computed as Z(BI−SD). Before resuming the
transmission process node receives a beacon frame, so the term
Z(BI−SD) is product with Be(Z). Since a packet transmitted
successfully is either a deferred or non deferred packet, therefore
Tsucc(Z) is obtain as summation of terms (1 − Pd)Z

Ls and
PdBp(Z)Z

(BI−SD)Be(Z)Z
Ls .

The above mentioned mechanism also holds for an unsuccessful
packet and its PGF is shown in Eq.(27). The term ZLc used in

Eq.(27) is the PGF for unsuccessful packet transmission time.

Proposition 4: Let D(Z) be the PGF of delay experienced by a
packet to be successfully received. The PGF of the packet delay
considering the effects of inactive period, backoff period, transmis-
sion and retransmission with maximum allowed backoff of m and
retransmission n can be express as:

D(Z) = Tsucc(Z)

n∑
j=0

(1− Pc)P
j
c Tcol(Z)

j

(
m∑
i=0

{1− (1− α)β} {(1− α)β}iSc(Z)
i+1Hi+1(Z)

)j+1

(29)

Proof: D(Z) is derived by considering the Markov chain shown in
Fig.1. Transmission occurs when the channel is being sensed idle
for two CCAs, and its PGF is represented by term Sc(Z) = Z2 as it
requires two slots for CCA1 and CCA2. We consider node always
finds the channel idle at CCA1 and goes for channel sensing in
CCA2. A packet transmitted is successful with probability (1−Pc).
On event of collision node initializes the retransmission procedure
with probability Pc. The retransmission procedure continues for
maximum retransmission limit of n.
Since packet is transmitted after channel is sensed idle during two
CCAs, the probability for channel idleness is {1 − (1 − α)β}. It
initializes the next backoff procedure when it finds the channel busy
during CCA2 with probability (1 − α)β. The backoff mechanism
continues for maximum backoff limit of m.
Consider the node to be at ith backoff stage. At the end of backoff it
senses the channel busy with probability {(1− α)β}i and goes for
the next backoff stage. The PGF of the random backoff process at
ith backoff stage is represented by the termHi(Z) and is expressed
as the product from 0th to ith stage:

Hi(Z) =

i∏
k=0

Wk(Z) (30)

where Wk(Z) is the PGF of the backoff time at the ith backoff
stage which is:

Wi(Z) =

{
2iW0−1∑

k=0

1
2iW0

Bk
off (Z) =

B
2iW0
off

(Z)−1
2iW0(Boff (Z)−1)

The node senses the channel idle with probability
{1− (1− α)β} {(1− α)β}i at (i+ 1)th backoff stage and

transmits the packet after waiting
m∑
i=0

Sc(Z)
i+1Hi+1(Z) due

to i number of busy channel sensing. Consider the packet
transmitted as the jth transmission. On event of collision with
probability P j

c at jth transmission attempt, it initiates the next
retransmission procedure. The successful transmission occurs
with probability (1 − Pc)P

j
c at (j + 1)th attempt after waiting

n∑
j=0

Tcol(Z)
j

(
m∑
i=0

{1− (1− α)β} {(1− α)β}iSc(Z)
i+1Hi+1(Z)

)j+1

,

for j number of collision and will spend Tsucc(Z) as successful
packet transmission.

Proposition 5: Let DLM (1) be the PGF for successfully received
packet with delay within limit LM . The expression to compute ex-
pected Packet Delivery Ratio (PDR) within a given delay limit LM

5
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can be expressed as

PDR×DLM (1) (31)

Proof: We can represent D(Z) as a power series where Td is the
delay experienced by a successfully received packet.

D(Z) =

∞∑
i=0

Pr(Td = i)Zi (32)

We can rewrite the Eq.(32) as DLM (Z) =
LM∑
i=0

Pr(Td = i)Zi.

From this function we can find the PDR within a given latency
limit LM . Approximately it is the product of PDR and DLM (1) .

Proposition 6: The average Energy Consumption of a sensor node
in the network is:

Psp

(
idle+

BI − SD
BI

)
+ PrTb + PsiTsi(fb + p)

+PirTir

m∑
i=0

n∑
j=0

bi,0,j + PitTit

n∑
j=0

(
b−1,0,j + b−2,0,j

)
+Pi

m∑
i=0

Wi−1∑
k=0

n∑
j=0

bi,k,j + Psc

m∑
i=0

n∑
j=0

(
bi,0,j + bi,−1,j

)
+Pt

n∑
j=0

L−1∑
k=0

(
b−1,k,j + b−2,k,j

)
+ Pi

n∑
j=0

(
b−1,L,j + b−2,L,j

)
+

n∑
j=0

L+Lack+1∑
k=L+1

(
Prb−1,k,j + Pib−2,k,j

)
(33)

Proof: The expression to compute the average Energy Consump-
tion by a node is the amount of energy consumed at different states.
The first term in Eq.(33), consider energy consumption during idle
and sleep state. The second term considers the energy consumption
during beacon reception. Third, fourth and fifth terms consider en-
ergy consumption during transition of radio from sleep to idle, idle
to receive and idle to transmit state, respectively. The sixth and sev-
enth terms consider energy consumption during backoff and chan-
nel sensing state, respectively. The eighth, ninth and tenth terms
consider the energy consumption during packet transmission stage.
The expression for computing term, sixth, seventh, eighth, ninth
and tenth is kept same as [10]. The probability that a node will be
in state of receiving beacon frame is computed as Tb = LBfb.
The probability that a node will be in state of transition from sleep
to idle, idle to receive and idle to transmission are computed as

Tsi(fb + p), Tir

m∑
i=0

n∑
j=0

bi,0,j and Tit

n∑
j=0

(b−1,0,j + b−2,0,j) re-

spectively.

5. MODEL VALIDATION
To validate the model simulated experiments have been carried out
on NS-2 [8]. In all the experiments it is assumed that the IEEE
802.15.4 MAC protocol operating on top of the 2.4 GHz physical
layer with a maximum capacity of 250 Kbps. We consider a sin-
gle hop star topology where all the stations are in radio range of
each other and the coordinator is acting as the sink node. The net-
work is operated in the beacon enabled mode and the retransmis-
sion mechanism is enabled. As the duty cycle mechanism is rele-
vant to low traffic rates the data generation rate considered ranged

between 0.25 Kbps to 2.5Kbps which correspond to 0.1% and 1%
of the maximum capacity. The data generation is considered to be
Poisson distributed. The size of the packet is considered to be a
fixed size of 100 bytes. The simulation is conducted in simulation
time frame of 1000s and results considered are aggregate value ob-
tained over 100 runs of the simulation. For computation of the en-
ergy consumed by a sensor node we adopt the power consumption
model of Chipcon CC2420 radio transceiver [2].

5.1 Validation of the expression to compute PDR
within a given delay limit:
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Fig. 2. PDR (%) against burst number for both Simulation Results and
Analytical Model at traffic load 0.25Kbps, 0.5Kbps, 1Kbp, 2.5Kbps and
5Kbps for Duty Cycle 3.125% as a function of total participating nodes (A)
10, (B) 20, (C) 30 and (D) 40.
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Fig. 3. PDR (%) against burst number for both Simulation Results and
Analytical Model at traffic load 0.25Kbps, 0.5Kbps, 1Kbp, 2.5Kbps and
5Kbps for Duty Cycle 6.25% as a function of total participating nodes (A)
10, (B) 20, (C) 30 and (D) 40.
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Fig. 4. PDR (%) against burst number for both Simulation Results and
Analytical Model at traffic load 0.25Kbps, 0.5Kbps, 1Kbp, 2.5Kbps and
5Kbps for Duty Cycle 12.5% as a function of total participating nodes (A)
10, (B) 20, (C) 30 and (D) 40.
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Fig. 5. PDR (%) against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 0.25Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40 .
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Fig. 6. PDR (%) against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 1Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40 .

To validate the expression derived from the analytical model to
compute PDR within a given latency we conduct a set of simula-
tion experiments for different traffic loads at different duty cycles.
Considering the low traffic applications and our aim of energy ef-
ficiency the ranges of both traffic load and duty cycle are kept low.
The traffic load is kept within 2% of the channel capacity, i.e. 5
Kbps, and the duty cycle is kept within 12.5%. Total number of
contending sensor nodes considered for the experiments are 10, 20,
30 and 40.
In a slotted IEEE 802.15.4 network the packets arrive at the des-
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Fig. 7. PDR (%) against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 2.5Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40 .

tinations during the active period of a cycle. For low duty cycle
operations these deliveries occur in short bursts. The latency of the
packets in the kth burst will lie in the latency range of (k−1)bi and
kbi. Considering this we plot the PDR against latency expressed in
terms of number of beacon intervals. The PDRs for both, the sim-
ulated results and the value computed from the analytical model,
in Fig.2, Fig.3 and Fig.4 for BO=6. It can be observed from the
plots that the analytical model match quite well with the simulation
results for different beacon orders as well as WSN sizes. It is in-
teresting to observe in Fig.2, Fig.3 and Fig.4 that, both in case of
analytical model as well as simulation results the growth of PDR
against latency will be high initially and then taper down as the
PDR approaches a saturation level. We call the latency point where
saturation sets in as the Throughput Saturation Latency (TSL). The
yield in PDR beyond TSL is marginal in comparison to the increase
in latency. Therefore it will be prudent to consider the PDR at the
TSL as the PDR of the WSN.
Further, based on these results it can be observed that for all the
cases, except one, the saturation sets in at 2bi and therefore the TSL
is 2bi. In the case of Fig.2 (A), (B), (C) and (D) for duty cycle of
3.125% and traffic load of 5 Kbps the above saturation does not
occur. In this case the traffic load is very close to the available data
rate of the channel and hence the data rate cannot be considered to
be low enough for the duty cycle assumed and hence not appropri-
ate. The above result can be explained as follows. During the first
beacon interval the PDR remains low as a large fraction of the pack-
ets get generated within the inactive period and will be deferred to
the following active period. Most of these deferred packets get suc-
cessfully delivered within that active period when the data gener-
ation rate is low. The latency suffered by these successfully deliv-
ered packets is at most 2bi. As a result the increase in the fraction
of packets with latency beyond 2bi is therefore marginal. Hence
the TSL for low traffic rate remains 2bi, except when the duty cy-
cle value is such that the data rate is comparable to the bandwidth
available or higher.
We repeat the experiment with beacon order values of BO=3, 4, 5,
6, 7, 8, 9 and 10 with total numbers of sensor nodes taken as 10, and
40 to verify the model for different beacon orders. Here the packets
delivered within two BIs are only considered as most of the pack-
ets are delivered within two BIs. We plot both the results in Fig.5,
Fig.6 and Fig.7 for traffic loads of 0.25 Kbps, 1 Kbps and 2.5 Kbps
respectively.It can be observed from Fig.5, Fig.6 and Fig.7 that the
PDR values computed from the model and the simulation results
match quite closely.

5.2 Validation of expression for energy consumption:
For the validation of the expression for energy consumption de-
rived in the simulation model we compute the eEnergy per byte
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Fig. 8. EPBDD against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 0.25Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40.
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Fig. 9. EPBDD against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 1Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40.
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Fig. 10. EPBDD against BO values of 3, 4, 5, 6, 7, 8, 9 and 10 for both
Simulation Results and Analytical Model at traffic load 2.5Kbps for Duty
Cycle 12.5, 6.25%, 3.125% and 1.5% as a function of total number of nodes
(A) 10 and (B) 40.

of data delivered (EPBDD) of the network for packets delivered
within TSL through simulation as well as for the model for WSNs
of sizes of 10 and 40 nodes and BO values of 3, 4, 5, 6, 7, 8 and 10
and plot these results in Fig.8, Fig.9 and Fig.10 for traffic loads of
0.25 Kbps, 1 Kbps and 2.5 Kbps. It can be observed that analytical
model results match quite well with the simulation results.
Further, it can also be observed from Fig.8, Fig.9 and Fig.10 that
the energy consumed initially decreases with increasing value of
BO, flattens a bit and then starts rising again. Higher energy con-
sumption at very low BO values occurs due to the higher levels
of retransmissions due to too short active period. At large BO val-
ues too energy inefficiency occurs due to retransmissions, but as a
result of excessive deferred packets due to long inactive periods.
At small values of BO another factor that degrade PDR and en-
ergy efficiency is that the coordinator needs to broadcast the bea-
con frame very frequently. This frequent transmission of beacon
frame reduces the available bandwidth. The frequent beacon frames
also force each node’s radio to frequently wake up to receive these
broadcast frames and acknowledge the coordinator causing addi-
tional energy consumption in the sensor nodes.

6. CONCLUSION
In this paper we have presented a Markov chain based analyti-
cal model for slotted IEEE 802.15.4 MAC protocol with duty cy-
cle mechanism and derived expressions to compute PDR within a
given latency limit, and energy consumed in a WSN per byte of
data delivered. The model also allows computation of the energy
consumed per byte of packet delivered (EPBDD) within the speci-
fied latency. The computation can be carried out for different duty
cycles and different beacon orders at given traffic loads. We have
validated the model through simulation experiments in NS2 envi-
ronment. The results from simulation are found to agree well with
the proposed model.
In this study we have also introduced the concept of Through-
put Saturation Latency (TSL) that help us in achieving an optimal
throughput within a given latency.
The proposed model shall be useful in determining the PDR achiev-
able within given latency and EPBDD in a network at different set-
tings of MAC parameters such as duty cycles, beacon orders etc.
for different traffic loads. Thus the model can be used to choose the
right MAC parameter values for a given application with a given
traffic load such that the required PDR is achieved within latency
limit of the application while the EPBDD is minimized.

7. REFERENCES
[1] Giuseppe Bianchi. Performance analysis of the IEEE 802.11

distributed coordination function. Selected Areas in Commu-
nications, IEEE Journal on, 18(3):535–547, 2000.

[2] Bruno Bougard, Francky Catthoor, Denis C Daly, Anantha
Chandrakasan, and Wim Dehaene. Energy efficiency of the
IEEE 802.15. 4 standard in dense wireless microsensor net-
works: Modeling and improvement perspectives. In Design,
Automation, and Test in Europe, pages 221–234. Springer,
2008.

[3] Bo Gao, Chen He, and Lingge Jiang. Modeling and analysis
of ieee 802.15. 4 csma/ca with sleep mode enabled. In Com-
munication Systems, 2008. ICCS 2008. 11th IEEE Singapore
International Conference on, pages 6–11. IEEE, 2008.

[4] Yu-Kai Huang, Ai-Chun Pang, and Hui-Nien Hung. A com-
prehensive analysis of low-power operation for beacon-
enabled IEEE 802.15. 4 wireless networks. Wireless Commu-
nications, IEEE Transactions on, 8(11):5601–5611, 2009.

[5] IEEE TG 15.4, part 15.4: Wireless Medium Access Control
(MAC) and Physical Layer (PHY) Specifications for Low-
Rate Wireless Personal Area Networks (WPANs), IEEE Std.,
New York.

[6] Gang Lu, Bhaskar Krishnamachari, and Cauligi S Raghaven-
dra. Performance evaluation of the IEEE 802.15. 4 MAC for
low-rate low-power wireless networks. In Performance, Com-
puting, and Communications, 2004 IEEE International Con-
ference on, pages 701–706. IEEE, 2004.
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