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ABSTRACT 

The aim of this paper is to extract and select features from 

speech signal that will make it possible to have acceptable 

speaker recognition rate in real life. A variety of 

combinations among formants (F1, F2, F3), Linear 

Predictive Coefficients (LPC), Mel Frequency Cepstral 

Coefficients (MFCC) and delta- Mel Frequency Cepstral 

Coefficients representing features are considered and their 

effect in speaker recognition is observed. Two similar 

volume data sets with differed string (words) are 

considered in the present study. These two data sets are 

prepared taking into account two differed data sampling 

rates. The study reveals another interesting fact that the 

selection of strings in speaker enrollment process is a 

matter of importance for accurate result. This means that 

the speaker will be tested for authentication with the same 

string with which he was enrolled earlier during the time 

of his first access to the system. 
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Keywords 
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1. INTRODUCTION 
The uniqueness of the physiological structure of all human 

vocal tracts is the major factor in identifying speakers 

through their voice signals. Speaker recognition is the 

process of recognizing a person by speaker’s voice. Voice 

comes under the category of cognitive biometric identity 

for the differences in anatomical structure of the speakers. 

Identifying a person by means of his voice has several 

advantages. Remote persons can easily be authenticated 

using their voice signal. Based on the application, a 

speaker recognition system can operate in two phases, i.e. 

training and testing. 

In the training phase, the system learns the voice 

characteristics of the speakers stored in the database of the 

system. Feature vectors that represent the voice signal of 

speaker are extracted and are used in the formation of 

reference model through the use of neural network training 

module. In the testing phase, same feature vectors are 

extracted from the test utterances (unknown) with the same 

process. Testing is the actual recognition task. The degree 

of their match with the reference is obtained using some 

matching techniques. The level of match is used to arrive 

at the final decision that determines whether the test 

utterance is acceptable or to be rejected for further 

processing activities. 

2. LITERATURE REVIEW 
The world community of speech researchers is focusing at 

the automatic speech recognition (ASR) problems as a 

major challenge [1]. The interdisciplinary nature of speech 

technology constitutes another difficulty for speech 

research. Speech analysis and recognition tasks have been 

explored using different techniques and features. Some of 

the techniques have been listed below. 

 

 Hidden Markov Models(HMM) 

 Vector Quantization(VQ) 

 Dynamic Time Warping(DTW) 

 Independent Component Analysis(ICA) 

 Artificial Neural Network(ANN) 

 Fuzzy Logic in Speech Recognition 

 

This section presents a survey about ASR using Artificial 

Neural Network (ANN) to provide a seminal view of how 

the field of ASR has evolved over the last few decades. 

Adjoudj Reda et. al [1] have got a speaker recognition rate 

up to 97% for his own data set in an attempt taking into 

account various data sets for MFCC and ANN architecture. 

Methods that are speaker dependent in nature generally 

involve training of a system in order to recognize 

individual vocabulary words that are uttered single or 

multiple times by a specific set of speakers [2, 3, 4]. 

Kshamamayee Dash et.al [3] have developed a speaker 

recognition system and have tested it with a speech of an 

unknown speaker using MFCC for feature part and feed 

forward ANN for classification part. The extracted features 

of the unknown speech are compared to the stored 

extracted features of each different speaker and the results 

they found were having efficiency 85%. They gave 

emphasis on collecting 100 such speech instances in future 

and to calculate the MFCC features for NN training to get 

more accurate figures for identification.  

 

Bishnu Prasad Das et. al [5] have described a system to 

recognize English words corresponding to the decimal 

digits uttered by a set of 28 speakers. Words are classified 

using a combination of features based on LPC, MFCC, 

ZCR and STE. The recognition accuracy is shown to be 

85% which is better than using features individually. The 

overall accuracy can be increased by combining more 

features of the speech samples. The filtering of the speech 

samples can be done through different windows like 

Hamming, Hanning etc. 

 

Praveen N et.al [4] analysed a speaker recognition 

technique based on spectral characteristics and mel-

frequency cepstral coefficients. They studied the 
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recognition based on multilayer perceptron classifier and 

Euclidean distance classifier and found their recognition 

rates via classification as 83.38% and 96.18% respectively. 

Lajish V. L et.al [6] had modelled the speaker identity 

based on the non-linearity principles of speech, which are 

normally not considered in conventional feature extraction 

methodologies. The speaker identification experiments are 

conducted based on Phase Space Point Distribution 

(PSPD) firstly. The PSPD features obtained from five 

vowels are used for speaker identification purpose using 

the feed forward multi layer perceptron. The experiment is 

repeated by taking different combinations of features like 

PSPD, MFCC, pitch and first formant frequency. 

Experiments indicate that the firstly proposed approach by 

itself is still below (31.60%) than that of MFCC features 

(46.21%). The combined approach in which the PSPD 

features are used with MFCC, pitch and first formant 

frequency offers sufficient improvement in speaker 

identification (on an average of 83.40%) accuracy. 

3. THEORETICAL BACKGROUND 

3.1 Formant and LPC 

LPC analyses speech signal through formant estimations 

by removing their effects from the speech signal, and it 

estimates the intensity and frequency of the remaining low 

sounds [7, 8, 9, 10]. This process of removing formants is 

called inverse filtering, and the remaining signal is called 

the residue. Each sample of a signal is expressed as a 

linear combination of the previous samples in LPC. This 

equation is termed as linear predictor and hence called as 

linear predictive coding. The coefficients of the difference 

equation characterize the formants. 

 

A predictor polynomial, which is generally defined as the 

Fourier transform of the corresponding second order 

predictor is given by [8, 9, 10] 

 
wj

k

jw

k

jw

k eeeA 21)(                (1)
            

where, 
k  and 

k
 are the real valued prediction 

coefficients. From equation (1), we get 

)2cos(2cos)1(21|)(| 222  kkkkk

jw

k eA 
2

2222

22

4

)1(
cos4

4

)1(
)1( 







 





k

kk

k

k

kk

kk










 (2)

 

The parameter 
k  determines the bandwidth of the 

resonator and defined as negative logarithm of 

.)]().[( 2jw

kk eA  The formant frequency is given by  








 


k

kkF




4

)1(
arccos1

        (3)   

 

Using equation (1), the corresponding predictor error can 
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3.2 MFCC 

The earlier methods of feature extraction preferably used 

the LPC and Formant frequency estimations [8, 11, 12]. 

But these days Mel Frequency Cepstral Coefficient 

(MFCC) is found to be widely used in signal and speech 

processing. These coefficients have an immense success in 

speech processing application. MFCCs are parametric 

representations (at considerably lower information rate) 

extracted from speech waveform. A flowchart depicting 

the steps in MFCC processing [8, 13, 14] is mentioned 

below in Figure-1.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Frame Blocking 

The speech signal is divided into blocks of N samples and 

the adjacent blocks are separated by M (where M < N).  

The first block consists of first N samples and the second 

frame begins M samples after the first block. Thus the 

overlapping value is N-M.  This process continues until the 

entire speech signal comes to an end. Typical value of 

N=256 (which is equivalent to ~ 30 millisecond 

windowing) and M=100 [12]. 
 

Windowing 
Each individual block is then windowed so that the signal 

discontinuities can be minimized at the beginning and end 

of each block. The intention behind doing this is to 

minimize the spectral distortion and to narrow the signal to 

zero at the beginning and end of each frame. The window 

is defined as 10),(  Nnnw , where N is the 

number of samples in each block. The output of the 

windowing process can be defined as [4, 5] 

10),()()(  Nnnwnxny ll
    (6) 

 

Fast Fourier Transform (FFT) 
FFT is a process of converting each block or frame of N 

samples from the time domain into frequency domain. This 

algorithm implements the Discrete Fourier Transform 

(DFT), which is defined on the set of N samples {xn} as  

 

Frame 

Blocking 

Windowing 

FFT 

Mel-frequency 

Wrapping 

Cepstrum 

mel spectrum mel cepstrum 

spectrum 

continuous speech frame 

 

Figure 1: Steps in MFCC processing 
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The output of this step is referred to as spectrum or 

periodogram. 

 

Mel-frequency wrapping 
It is observed in the psychophysical studies that human 

perception of the frequency contents of sound for speech 

signal follows a nonlinear scale. That is why, for each tone 

with an actual frequency, say f Hz, a subjective pitch is 

measured in Mel scale. The Mel frequency scale is linear 

frequency spacing below 1000 Hz and a logarithmic 

spacing above 1000 Hz [4, 5]. Subjective spectrums can be 

simulated by using a filter bank that are spaced uniformly 

on the Mel scale. 

  

Cepstrum calculation 
Cepstrum is derived from the Fourier Transform of the 

recorded speech signal. Due to logarithmic positioning of 

the frequency bands in MFCC, it approximates the human 

auditory system more closely than any other system. These 

coefficients allow better processing of data, where the 

calculation of Mel cepstrum is same as the real cepstrum, 

except the Mel cepstrum frequency scale is wrapped to 

keep up a correspondence to the Mel scale. 
 

3.3 Feed Forward ANN 
Feed forward artificial neural network (FFANN) [1, 12, 

14, 15, 16] is a widely used classification technique, 

whereas non- linear methods of discrimination developed 

in the statistical field are much less widely known. Neural 

networks emerge as a flexible non parametric classification 

method, which is used frequently to classify via regression 

or even mean square error. Feed forward neural networks 

provide a flexible way to generalize regression. In our 

study, we have implemented the simplest and the most 

common form with one hidden layer. 
 

3.4 Levenberg-Marquardt Algorithm  
The Levenberg-Marquardt Algorithm (LMA) is an 

algorithm to solve generic curve-fitting problems. 

Nonlinear least squares problems arise for non linearity in 

the parameters. It improves the parameter values 

iteratively to reduce the sum of the squares of the errors 

between the function and the measured data points. A 

combination of two methods, namely, the Gradient 

Descent method and the Gauss-Newton method is used in 

the Levenberg-Marquardt curve fitting method. In the 

gradient descent method, the sum of the squared errors is 

reduced by updating the parameters in the direction of the 

greatest reduction of the least squares objective. But in 

Gauss-Newton method, the sum of the squared errors is 

reduced by assuming the least squares function to be 

locally quadratic, and finding the minimum of the 

quadratic [2].  

 

The Levenberg-Marquardt method acts like a gradient-

descent method, when the parameters are far from their 

optimal value and when the parameters are close to their 

optimal value, it acts like Gauss-Newton method. 

MATLAB is used to train the proposed network by 

implementing LMA as back propagation algorithm. LMA 

is a popular supervised category algorithm [2, 17, 18], 

although it requires more memory than other such 

algorithms.  

 

Validation vectors are used to stop training early if the 

network fails to improve or remains the same, whereas test 

vectors are used for checking whether the network is 

generalizing well or not, but it does not have any effect on 

training. 

 

3.5 Speaker Recognition 

Speaker recognition basically focuses on identification 

task [19, 20]. Speaker identification (SI) deals in 

identifying the unknown speaker from a set of known 

speakers (closed set SI). A speaker recognition system uses 

the following modules.  

Pre-processing                                                                 

Sampled signal is converted into a set of features 

characterizing the properties of the speaker, which is 

repeated both in training and testing phases. 

Speaker modeling           
This part performs a sort of reduction in features by 

modeling the distribution of the feature vectors. 

Speaker database                            
Speaker models are stored here for confidence measure. 

Decision logic        

Finally identifies the new comer by comparing it with all 

stored models in the database and selects the best match. 

4. EXPERIMENTAL SETUP 

4.1 Speech Database 

The first data set is recorded in 16KHz sampling frequency 

whereas the second data set is recorded with a sampling 

frequency of 44.1KHz. Words considered for the first set 

are ‘Green’, ‘Indigo’ and ‘Red’ whereas words taken for 

the second data set are ‘Logoff’, ‘Restart’ and ‘Shutdown’. 

A total of six speakers are involved in preparation of both 

the data sets. Male-age-34, male-age-15 & female-age-14 

and Male-age-34, male-age-24 & female-age-28 are the 

corresponding contributors for the Data Set-1 and Data 

Set-2 respectively. 

One single data set is composed of two males and one 

female with three different words. That means six males 

and two females have contributed to prepare the whole 

dataset containing six words. So we have [(50x3) x3]=450 

utterances in each data set. The experiment has been 

carried out with Intel (R) core (TM) i-5 2430M CPU 

@2.40 GHz 2.40 GHz processor and 3.00 GB RAM. 

Windows 7 Ultimate (32-bit o/s) and MATLAB version 

7.11.0 (R2010b) is used for the experiment part and 

Goldwave Version 5.58 is used for recording of the sound 

samples. 

4.2 Network Architecture 

A three layer feed forward network has been used to 

design the speech recognizer in the present study. The 

network consists of 23 and 53 input nodes with respect to 

data set1 and data set2 respectively. Both networks consist 

of 10 no of hidden nodes and 3 output nodes. To train the 

network, LMA has been used. The output of the feature 

extraction block is normalized and is used as input to the 

feed forward network for speech recognizing purpose. A 

total of 314(70%), 68(15%) and 68(15%) utterances of the 
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dataset-1(450 utterances) are used for the network training, 

validation and testing procedures respectively. Same is the 

case for dataset-2 for another 450 utterances. Finally after 

getting satisfactory regression results, we select that 

network for future recognition task. A total of 90 

utterances (30 utterances against each word) are 

considered for recognition process for each data set in 

order to calculate the final recognition rates considering 

0.8 as the threshold value.  The experiment was repeated 

for several times to fix the threshold value. The 

performance of the recognizer has been depicted in   

Table-1 and Table-2 in terms of the accuracy in 

recognition. 

 

5. RESULT AND DISCUSSION 

The features Formants (F1,F2,F3), LPC, MFCC, ΔMFCC, 

Formant + LPC, Formant + LPC + MFCC, Formant + 

LPC + MFCC + ΔMFCC and LPC + MFCC + ΔMFCC 

are studied here. Data Set-1 is prepared taking into account 

the words ‘Red’, ‘In-di-go’, ‘Green’ spoken by 3 speakers 

and Data Set-2 is prepared taking into account the words 

‘Log-off’, ‘Re-start’ and ‘Shut-down’ spoken by another 3 

speakers. But if we study Table-1 and Table-2, we come 

into one conclusion that the word ‘indigo’ is giving higher 

performance in terms of speaker recognition for Data Set-1 

and the words ‘Re-start’ and ‘Shut -down’ are giving 

higher performances in terms of speaker recognition for 

Data Set-2. It is focusing on a factual idea that strings 

(words) containing more phonemic contents perform well 

while comparing with short length and less phonemic 

strings in terms of recognition. The features that are found 

to be invariant in both the experiments with different data 

sets and different speakers are MFCC, Formant + LPC, 

Formant + LPC + MFCC + ΔMFCC and LPC+MFCC+ 

ΔMFCC. But amongst them the ’Formant + LPC’ 

combination is found to be close to 100% recognition as 

compared to other three selections. So this feature is 

supposed to be a better choice in speaker recognition. 

Table-3, Table-4, Figure-2 and Figure-3 are the evidences 

in favour of the above inferences. 

 

Table 1: Comparison among speakers w.r.t. various feature set for Data Set-1 
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F1,F2,F3 

(Formant) 
3 

S1 30 0 10 13.33 

S2 60 10 40 36.67 

S3 20 50 90 53.33 

LPC 20 

S1 100 100 90 96.67 

S2 100 100 100 100 

S3 100 100 100 100 

MFCC 12 

S1 80 100 80 93.33 

S2 100 100 100 100 

S3 90 100 100 96.67 

Δ MFCC 12 

S1 0 50 0 16.67 

S2 0 10 20 10 

S3 30 10 20 20 

Formant+  

LPC 
23 

S1 100 100 100 100 

S2 100 100 90 96.67 

S3 100 100 100 100 

Formant+ 
LPC+ 

MFCC 

 

35 

S1 100 100 90 96.67 

S2 100 100 100 100 

S3 100 100 100 100 

Formant+ 

LPC+ 
MFCC+            

Δ MFCC 

47 

S1 100 100 90 96.67 

S2 100 100 100 100 

S3 100 100 100 100 

LPC+ 
MFCC+      

Δ MFCC 

44 

S1 90 100 100 96.67 

S2 100 100 100 100 

S3 90 100 100 96.67 
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Table 2: Comparison among speakers w.r.t. various feature set for Data Set-2 
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F1,F2,F3 

(Formant) 
3 

S1 30 60 50 46.67 

S2 80 70 10 53.33 

S3 90 100 100 96.67 

LPC 50 

S1 50 0 30 26.67 

S2 100 100 80 93.33 

S3 90 100 90 93.33 

MFCC 12 

S1 60 100 100 86.67 

S2 100 100 100 100 

S3 100 100 100 100 

Δ MFCC 12 

S1 0 0 0 0 

S2 70 70 90 76.67 

S3 10 20 20 16.67 

Formant+  

LPC 
53 

S1 100 100 100 100 

S2 100 100 100 100 

S3 100 100 100 100 

Formant+ 

LPC+ 

MFCC 

 

65 

S1 80 40 100 73.33 

S2 90 80 80 83.33 

S3 100 100 100 100 

Formant+ 

LPC+ 

MFCC+            

Δ MFCC 

77 

S1 100 100 100 100 

S2 90 100 100 96.67 

S3 100 90 100 96.67 

LPC+ 

MFCC+      

Δ MFCC 

74 

S1 100 100 100 100 

S2 90 100 100 96.67 

S3 100 100 100 100 

  

Table 3- Performance Comparison among both Data 

Sets
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Formant 34.44 65.56 31.12 

LPC 98.89 71.11 27.78 

MFCC 96.67 95.56 1.11 

ΔMFCC 15.56 31.11 15.55 

Formant+ LPC 98.89 100 1.11 

Formant+ 

LPC+MFCC 
98.89 85.56 13.33 

Formant+ 

LPC+MFCC+  

ΔMFCC 

98.89 97.78 1.11 

LPC+MFCC+ 

ΔMFCC 
97.78 98.89 1.11 
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Table 4- Speaker Based Performance Analysis for both 

Data Sets 
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F1,F2,F3 

(Formant) 

S1 13.33 46.67 

S2 36.67 53.33 

S3 53.33 96.67 

LPC 

S1 96.67 26.67 

S2 100 93.33 

S3 100 93.33 

MFCC 

S1 93.33 86.67 

S2 100 100 

S3 96.67 100 

ΔMFCC 

S1 16.67 0 

S2 10 76.67 

S3 20 16.67 

Formant+ 

LPC 

S1 100 100 

S2 96.67 100 

S3 100 100 

Formant+ 

LPC+MFCC 

S1 96.67 73.33 

S2 100 83.33 

S3 100 100 

Formant+LP

C+ MFCC+ 

ΔMFCC 

S1 96.67 100 

S2 100 96.67 

S3 100 96.67 

LPC+MFCC

+ ΔMFCC 

S1 96.67 100 

S2 100 96.67 

S3 96.67 100 

 

6. CONCLUSION & FUTURE WORK 

The efficiency of the recognizer has been examined with 

different combination of features. The feature 

Formant+LPC is found to be the optimal combination 

feature set amongst the other three high accuracy feature 

sets (i.e. MFCC, Formant+LPC+MFCC+ΔMFCC and 

LPC+MFCC+ΔMFCC) for higher speaker recognition rate 

that reaches to a maximum of 100% speaker recognition 

with a very closer gap in recognition performance between 

the two datasets (i.e. Dataset-1 and Dataset-2). Two 

different experiments with different data sets with different 

sampling rates give us strong evidences for concluding the 

study to support Formant+LPC feature for a very higher 

speaker recognition rate. Also the strings with more 

phonemic contents are found to be a better choice for 

higher speaker recognition rate. 

This work can be extended to distinguish among male and 

female speakers and the entire study can again be done 

using some standard data sets and compare the end results, 

which will help formulating few new results. 

 
 

Figure 2- Performance Comparison among both Data 

Sets 

 

 

 
 

Figure 3- Speaker Based Performance Analysis for    

both Data Sets 
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