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ABSTRACT 

Feature subset selection is the process of choosing a subset of 

good features with respect to the target concept. A clustering 

based feature subset selection algorithm has been applied over 

software defect prediction data sets. Software defect 

prediction domain has been chosen due to the growing 

importance of maintaining high reliability and high quality for 

any software being developed. A software quality prediction 

model is built using software metrics and defect data collected 

from a previously developed system release or similar 

software projects. Upon validation of such a model, it could 

be used for predicting the fault-proneness of program modules 

that are currently under development. The proposed clustering 

based algorithm for feature selection uses minimum spanning 

tree based method to cluster features. And then the algorithm 

is applied over four different data sets and its impact is 

analyzed. 

General Terms 

Relevant features, Redundant Features, Minimum spanning 

tree, Tree partition, graph based clustering, Software defect 

prediction, Naïve Bayes classifier, Decision tree classifier 

1. INTRODUCTION 
Feature subset selection is the process of choosing a subset of 

good features with respect to the target concepts. It is an 

effective way for reducing dimensionality, removing 

irrelevant data, increasing learning accuracy, and improving 

result comprehensibility. Many feature subset selection 

methods have been proposed and studied for machine learning 

applications. 

Software Defect Prediction has been an area of growing 

importance. It is always required to maintain high reliability 

and high quality for any software being developed. A software 

quality prediction model is built using software metrics and 

defect data collected from a previously developed system 

release or similar software project. Upon validation of such a 

model, it could be used for predicting the fault-proneness of 

program modules that are currently under development. A low 

quality or fault prone prediction can justify the application of 

available quality improvement resources to those programs. In 

contrast, a non fault prone prediction can justify non-

application of the limited resources to these already high-

quality programs. And finally high software reliability and 

quality are maintained with an effective use of the available 

resources. A feature extraction algorithm based on graph 

clustering is applied over the historical software data collected 

for defect prediction purpose and its impact on different data 

sets are analyzed in this paper. 

1.1 Data Set 
The software data sets provided by the NASA IV&V Metrics 

Data Program – Metric Data Repository are being used for 

majority of the experiments related with software engineering. 

The data repository contains software metrics as attributes in 

the data sets and also an indication of whether a particular set 

of data is defective or non-defective. All the data contained in 

the repository are collected and validated by the Metrics Data 

Program.  

Some of the product metrics that are included in the data set 

are, Halstead Content, Halstead Difficulty, Halstead Effort, 

Halstead Error Estimate, Halstead Length, Halstead Level, 

Halstead Programming Time and Halstead Volume, 

Cyclomatic Complexity and Design Complexity, Lines of 

Total Code, LOC Blank, Branch Count, LOC Comments, 

Number of Operands, Number of Unique Operands and 

Number of Unique Operators, and lastly Defect Metrics; Error 

Count, Error Density, Number of Defects (with severity and 

priority information). 

The details about datasets used for assessing the proposed 

feature extraction algorithm are given below:  

Table 1. Defect prediction Datasets 

Name Written In #Modules 

%of 

NonDef 

%of 

Def 

CM1 C 344 90.16 9.83 

MC1 C++ 9277 80.65 19.35 

KC3 C++ 200 84.54 15.45 

PC1 C 759 93.05 6.94 

1.2 Software Metrics 
Software metrics provide information for defect prediction. At 

present there are plentiful metrics for assessing software risks. 

And among them there are three categories that contain the 

most widely used metrics. They are McCabe, Halstead and 

lines of code (LOC) metrics. Metrics within these categories 
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are listed below. Metrics that does not come under these three 

categories are given under others. 

Table 2. Software Metrics 

Metrics Type Definition 

 

 

McCabe 

Complexity metrics 

Cyclomatic complexity 

Design complexity 

Essential complexity 

 

 

 

LOC 

 

Loc_total 

LOC_blank 

LOC_code_and_comment 

LOC_comments 

LOC_executable 

Number_of_lines 

 

Operator 

 

Number_of_operands 

Number of _operators 

Number_unique operands 

Number_unique operators 

 

 

Halstead metrics 

 

Length 

Volume 

Level 

Difficulty 

Content 

Error Estimate 

Programming time 

Effort 

 

 

Others 

Branch count 

Call_pairs 

Condition_count 

Decision_count 

Decision_density/edge_count 

Global_data_complexity 

Global_data_density 

Maintenance_severity 

 

2. RELATED WORK 
Feature subset selection is the process of identifying and 

removing irrelevant and redundant features as much as 

possible. Number of methods has been proposed in the past 

for feature selection. Some of them efficiently removes 

irrelevant attributes but fails to eliminate redundant attributes 

whereas some others eliminate redundant attributes and fails 

to remove redundant features. 

One of the traditional methods that focused on retaining the 

relevant features is Relief [1]. This feature set estimator 

evaluates each feature individually. A relevance value is 

assigned to each feature and features with relevance value 

greater than a threshold are selected. Original relief handled 

only Boolean problems but extensions of relief such as Relief-

f and Rrelief-f works on classification problems too. The 

extensions of relief differ from original relief in the chosen 

neighbors and evaluation function. The drawback of relief is 

that it cannot determine redundant attributes or any other 

redundant rules. 

Mutual Information theory can also be used for selecting 

features especially in neural network learning [2]. Here 

mutual information criterion is used to evaluate a set of 

candidate features and then an informative subset is selected 

which can be given as input data for neural network classifier. 

Mutual information based feature selection method are useful 

for complex classification problems where methods based on 

linear relations like correlation are prone to failure. Mutual 

information measures arbitrary dependencies between random 

variables. 

 FOCUS-II [3] is an algorithm for picking up the relevant 

features from a set of features. It implements MIN-

FEATURES bias, which prefers consistent hypothesis 

definable over as few features as possible. It is faster than 

FOCUS algorithm. Mutual Information greedy, simple greedy 

and weighted greedy algorithms also apply efficient heuristics 

for approximating the MIN-FEATURES bias. The paper 

focuses on the methods for reducing the computational costs 

involved in implementing the MIN-FEATURES bias. When 

weighted greedy sample algorithm is used for preprocessing 

the training sample, then decision tree classifier gives a better 

result. 

Selection of feature selection algorithm has great importance 

in the field of text classification too [4]. Twelve different 

feature selection methods focusing on support vector 

machines and two class problems were evaluated on a 

benchmark of 229 classification problems and their 

performances were compared. Accuracy, precision and recall 

are the performance measures considered. Binomial 

Separation (BNS), a new feature selection metric gave a 

surprising performance. 
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3. PROPOSED WORK 
A number of methods and techniques have been already 

proposed and implemented in the field of software defect 

prediction. The algorithm used for feature selection plays a 

crucial role in every defect prediction problem. This paper 

focuses on a two level clustering based feature selection 

algorithm which can be used with any software defect 

prediction framework. The proposed algorithm is applied over 

different software defect prediction data sets and their 

performance discrepancies are analyzed. 

A high level design framework of the proposed system is 

given below:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             Figure 1: High Level Design Framework 

3.1 Two Level Feature Subset Selection 

Algorithm 
Two level feature subset selection algorithms effectively deal 

with redundant and irrelevant attributes. The first level of 

algorithm removes the redundant attributes and irrelevant 

attributes are eliminated in the last phase. Such a two level 

clustering based preprocessing algorithm has been tested over 

different software defect prediction data sets and the 

procedure is explained in detail below. 

3.2 Removal of Irrelevant Attributes 
Those attributes in a data set that have a strong correlation 

with the target concept is termed as a relevant attribute. All 

those attributes that are not relevant are called irrelevant 

attributes. Relevant attributes are always necessary for the 

best feature subset. In the proposed system, Pearson’s 

correlation based approach is used for choosing the relevant 

features. 

Pearson’s correlation coefficient can be computed using the 

formula given below: 

 

Here Xi and Yi refer to a pair of sample data, X and Y refer to 

any two attributes of data set. Pearson’s correlation value for 

each attribute with the target attribute is to be calculated and 

this is taken as T-Relevance value of each feature. The above 

given formula applies when both the given attributes are 

continuous. For defect prediction data sets, the target attribute 

is discrete and other attributes are continuous. The formula 

given below is used for calculating the T-Relevance between 

continuous and discrete attributes. 

 

 

  

Where ‘r’ refers to Pearson’s Correlation (T-Relevance) 

value, Xbi is a binary attribute that takes value 1 when X has 

value xi and 0 otherwise. 

Here T-Relevance value is then compared with a 

predetermined threshold value. The threshold value is 

determined based on the formula given below: 

Threshold Value   = T-Relevance of √mth ranked value 

attribute where m is the total number of attributes in the 

chosen data set. 

If the calculated T-Relevance is less than predetermined 

threshold value, that indicates the attribute is irrelevant and is 

removed from the attribute subset. Hence the subset is 

reduced to only relevant features.      

3.3 Minimum Spanning Tree Construction 
For a data set   with   features   = { 1, 2,...,  } and class 

 , the T-Relevance also called Symmetric Uncertainty 

  (  , ) value for each feature    (1 ≤   ≤  ) is computed in 

the first step. The attributes whose   (  , ) values are greater 

than a predefined threshold   encompass the target-relevant 

feature subset  ′ = { ′1, ′2,..., ′ } (  ≤  ). 

In this phase F-Correlation   ( ′ , ′ ) value for each attribute 

is calculated. Pearson’s Correlation formula which has already 

been described in the first phase is used for this purpose. Here 

all the attributes are continuous valued and therefore normal 

Pearson’s Correlation formula is used. 

After calculating the F-Correlation   ( ′ , ′ ) value for each 

pair of features  ′  and  ′  ( ′ , ′  ∈  ′ ∧   !=  ). Then, a 

weighted complete graph G=(V,E) is constructed using 

features  ′  and  ′  as vertices and   ( ′ , ′ )(   !=  ) as the 

weight of the edge between vertices  ′  and  ′ .   ( ′ , ′ )= 
  ( ′j, ′i), and therefore G is an undirected graph. The 

weighted complete graph G shows correlations among all the 

target-relevant features. Now graph   has   vertices and 

 ( −1)/2 edges. For high dimensional data, it is heavily 

intense and the edges with different weights are strongly 

interwoven. Moreover, the decomposition of complete graph 

is NP-hard. Thus for graph  , a Minimum Spanning Tree 

(MST) is to be build, which connects all vertices such that the 

sum of the weights of the edges is the minimum. Recognized 



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Prim’s algorithm is used for constructing the minimum 

spanning tree.  

3.4 Tree Partitioning and Elimination of 

Redundant Features 
The minimum spanning tree is constructed in the second step. 

Now in the third step, partitioning of the tree is to be done 

based on graph clustering. In the minimum spanning tree, 

each vertex is assigned its value as its T-Relevance (SU( ′ 

 , )) value with the class attribute. In this step, those edges are 

removed where   = {( ′ , ′ ) ∣ ( ′ , ′  ∈  ′ ∧  ,   ∈[1, ] ∧   
!=  }, that is whose weights are smaller than both of the T-

Relevance   ( ′ , ) and   ( ′ , ), from the MST. Whenever 

an edge is deleted, two disconnected trees T1 and T2 are 

obtained. This technique is recursively applied over each 

disconnected trees and finally a set of clusters is obtained. 

Each cluster consists of one or more number of vertices. 

When a cluster has more than one attribute, by the property of 

redundant features it indicates that the cluster has redundant 

features. So a single representative features from each cluster 

need to be selected for final subset. For this, the vertex with 

highest T-Relevance value is chosen from each cluster and is 

added to the final subset. Thus the final subset of features is 

obtained in the third step.  

3.5 Performance Report Generation 
To evaluate the performance of the implemented feature 

extraction algorithm, classifiers need to be implemented. Two 

classifiers namely, decision tree classifier and Naïve Bayes 

classifiers are implemented. The proposed feature extraction 

algorithm is applied over four defect prediction data sets 

namely CM1, KC3, MC1 and PC1. And then the data before 

preprocessing and after preprocessing are separately given to 

the two above said classifiers.  

4. RESULTS 
Four matrices are considered for performance comparison of 

the implemented feature extraction algorithm over four 

different data sets namely Proportion of selected features, 

Time taken for classification, Classification accuracy and 

Precision. Each of them is shown in separate tables given 

below. 

Table 3. Proportion of Selected Features Among Different 

Data Sets. 

Data  

Set 

Total 

Features 

Features 

After 

Extraction 

Proportion 

Of 

Selected 

Features 

Number 

of 

Instances 

CM1 36 28 0.77778 

 

344 

KC3 38 19 0.5 

 

200 

MC1 37 11 0.29729 

 

9277 

PC1 36 23 0.63889 

 

759 

 

The proportion of selected features is maximum for CM1 data 

set and minimum for MC1 data set. This has impact on the 

classification accuracy and precision. 

Table 3. Classification Accuracy Before And After 

Preprocessing. 

DATA  

ACCURACY 

NAÏVE BAYES DECISION TREE 

BEFORE AFTER BEFORE AFTER 

CM1 .82848 .82558 0.95930 0.95639 

KC3 0.8 0.815 0.915 0.92 

MC1 0.93716 0.93747 0.99719 0.99698 

PC1 0.88669 0.88274 0.96969 0.96179 

 

Table 4. Classification Precision Before And After 

Preprocessing. 

DATA 

PRECISION 

NAÏVE BAYES DECISION TREE 

BEFORE AFTER BEFORE AFTER 

CM1 0.90909 0.90333 0.96753 0.9644 

KC3 0.8647 0.86705 0.93491 0.94578 

MC1 0.99689 0.99689 0.99794 0.99794 

PC1 0.94348 0.93813 0.98009 0.97582 

 

Table 4. Time taken for Classification Before And After 

Preprocessing. 

DATA 

TIME TAKEN 

NAÏVE BAYES DECISION TREE 

BEFORE AFTER BEFORE AFTER 

CM1 0.71875 0.703125 1.875 1.859375 

KC3 0.703125 0.703125 1.84375 1.828125 

MC1 0.828125 0.765625 2.75 2.140625 

PC1 0.71875 0.71875 1.90625 2.0625 

 

5. CONCLUSION 
A feature extraction technique based on graph based 

clustering has been implemented over software defect 

prediction domain. Software defect prediction domain has 

been chosen because it is an area that is gaining importance 

day by day. The impact of the feature extraction algorithm has 

been studied over four different data sets. For analyzing the 

performance variation pattern over different data sets, two 

classifiers Naïve Bayes and Decision Tree classifiers have 

been used. From the experimental results, it is seen that the 

performance varies over data sets considerably. The same 

classifier may perform well on a specific data set but perform 

differently on another data set. But with the application of 

feature extraction, the time taken for classification has 

reduced considerably in majority of data sets considered. The 

amount of time reduced depends directly on the number of 

instances in the data set. When the number of instances is 
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more, there is more reduction in the time taken for 

classification. So if the feature extraction algorithm is applied 

over a high dimensional data, high performance can be 

guaranteed since there will be more reduction in time which 

can compensated for slight loss in classification accuracy or 

precision. Hence an improved software defect predictor can be 

built that would not compromise on the quality but would 

reduce the overall cost of developing any software. 

As a future work the implemented feature extraction 

algorithm can be tested over other available data sets in the 

same domain, it can be tested over data sets in other domains 

too. In addition, additional classifiers can be applied over data 

sets in the same domain which would give better results than 

the already implemented classifiers. 
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