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Abstract  
Nowadays, face morphing is used in various fields of works 

such as computer animations, games and movies. Face 

morphing is an effect that shows a transition from one face 

image to another face image smoothly. Research on face 

morphing is as vast as the many interests and needs that can 

be found in the general public, television or film 

production. In this paper, we thus review the different 

morphing techniques that can be used to generate and 

manipulate faces. Due to the advantages in applying face 

morphing in various kinds of work, there are several works 

on face morphing and we can categorize them into three 

groups, based on their corresponding fields of works as 

Face Transfer, Facial Animation and Enhancement of 

Facial Attractiveness. 
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INTRODUCTION 
 
Morphing images of one face into another is great fun. 

Morphing is the process of creating a smooth animated 

transition from one picture into another. Using morphing 

we can add stunning effects into our home-made videos, 

create visual jokes for our friends, or master a unique 

animated avatar to represent oneself in on-line 

communities. You'll easily find many more funny uses on 

your own. So, let's concentrate on the technical side. 

 
Much empirical work has focused on the perception and 

processing of human faces. For many experiments, 

researchers have generated artificial faces using a variety of 

techniques. Also there are many professional applications 

that can create video effects. They produce great 

animations that are used in million-dollar movies. 

 

 
The inherent difficulty in accurately manipulating the 

human face is that even the average viewer can easily 

determine the error in the visual appearance of the human 

face in an image or a video. One need to understand the 

specifics of the human face to create a system that allows 

unskilled users to apply stylistic exaggeration to 

photographs/videos with a less developed spatial skill set. 

Visual stylization is highly appealing to the eye and serves 

many artistic and commercial purposes. However, mastery 

of visual stylization is inherent to skilled artists, as it often 

requires a solid background in three-dimensional space and 

realistic anatomy; colloquially, ―learn the rules before you 

break them.‖ 

 
In this paper, we thus review the different morphing 

techniques that can be used to generate and manipulate 

faces. Due to the advantages in applying face morphing in 

various kinds of work, there are several works on face 

morphing and we can categorize them into three groups, 

based on their corresponding fields of works as 

 
A. Face Transfer  

 

B. Facial Animation  

 

C. Enhancement of Facial Attractiveness  

 
Some of the works in three categories mentioned above 

employ 2D/3D Morphable Model. 
 

A. Face Transfer 
Face Transfer is a method for mapping video recorded 

performances of one individual to facial animations of 

another. Techniques for manipulating and replacing faces 

in photographs have matured to the point that realistic 

results can be obtained with minimal user input.In recent 

times, certain methods allowed for automatic face 

replacement of people in single image [2-3]. For example, 

the method by Blanz et al. [2] fits a morphable model to 

faces in 
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both the source and target images and renders the source 

face with the parameters assessed from the target image. 

Finally it replaces the target face with source face in target 

image. Morphable model is built from a statistical analysis 

of human faces, obtained from a large database of 3D 

scans, which can be morphed by adjusting parameters. It 

can estimate 3D shape of human face, its orientation in the 

space, and illumination conditions in the scene. Thus the 

reconstructed face extracted from 2D image can be 

manipulated in 3D [1]. Bitouk et al. [3] describe another 

system for automatic face swapping using a large database 

of faces. System allows de-identification automatically 

which select candidate face images from a large face 

library that is similar to the target face in appearance and 

pose. However, it is hard for users to find a candidate face 

to match the target face in appearance and pose from their 

own images and replace the target candidate with selected 

candidate from the library image using image based 

method. 
 
In first method, during an initialization step, the shape 

parameters of the model are fitted to both human faces. 

Then, these parameters are varied to obtain the structure of 

the face in a deformed shape, but in the same pose. To 

show this deformation in a video, it has to be performed in 

each and every frame. So it is clear that this methodology 

can be applied but have to handle some challenging 

problem to perform automatic face replacement in video 

and to maintain spatial and temporal coherence. 
 
Face replacement in video, however, poses significant 

challenges due to the complex facial geometry as well as 

our perceptual sensitivity to both the static and dynamic 

elements of faces. Certain methods have been proposed 

which allows replacing face in video automatically by 

solving the various challenging problems [4-8]. Essentially, 

there are three basic steps to replace face in video as shown 

in [Figure. 1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Basic steps for face replacement in video 
 
A face detection algorithm should locate the positions of 

the character human precisely. However, it is not enough 

for knowing where the face appears in a video. To replace 

the face, System has to detect not only the face, but also the 

outlines of the facial profile and structures. Thus, a face 

alignment algorithm plays a critical role in these systems. 

The eventual result is ended by pasting up the synthesized 

sequence onto the target character's face. A visually 

convincible output video is done by blending the 

synthesized sequence and the target video together 

seamlessly. The following Table 1 depicts the comparative 

study of the techniques [4-8] providing face replacement in 

video with various scenarios. 
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Table 1: Comparison of Different Techniques 

 

Method Pros    Cons       
 

            
 

  
Less   

time Facial expression and pose 
 

    would be same    
 

  complexity     
 

   It requieres to shoot target  

  because  of  

   video with facieal expression  

Image  Based Image  based  

 and pose similar to the source  

Face  method    
 

    video       
 

Replacement It can be used       
 

It requieres maual inputs  in  

in Video[4] for      
 

     clustering process   
 

  entertainment   
 

  The tolerance to pose variance  

  purpose   
 

    is limited by the robustness of  

        
 

        face alignment algorithm 
 

3D  Here  source is Time comsuming process 
 

 reduced  to because of  3d model based  

Morphable   
 

single image  method       
 

Model Based        
 

It takes care of The tolerance to pose variance  

Face  
 

 facial expession is still limited by the  

Replacement  

and pose of robustness of face alignment  

in Video[5]  

target face  
algorithm      

 

        
 

Automatic 
This approach         

 

Face          
 

 is    fully It does not take  care about  

Replacement    
 

automatic   facial expression   
 

in Video     
 

without  user The  tolerance to pose  and  

Based on 2D  
 

interference  expression variance is limited  

Morphable  
 

Less   time by the robustness of ASM  

Model [6]   
 

comsuming  Sharp lighting and  violent  

   
 

  process because movement  in videos may 
 

  of  2d model affect the final result  
 

  based method         
 

               
 

  It    gives         
 

  plausible   Tracking is based on optical 
 

  results    flow, which requires that the 
 

  This approach lighting change slowly over 
 

Video Face is    fully face       
 

Replacement automatic with Tracking  often degrades 
 

[7]  less   user beyond  the  range  of  poses 
 

  interference  outside 45
0
 from frontal.  

 

  It takes care Lighting must also be similar 
 

  about  facial between source and target. 
 

  expression          
 

  It works very         
 

  well for non-         
 

  frontal face.          
 

  This system is         
 

  able to replace         
 

Face  the target face         
 

Replacement with  another         
 

in Video face  of  an High complexity    
 

from a single entirely            
 

image[8] different pose         
 

  and animate the         
 

  new face based         
 

  on the original         
 

  speech in the         
 

  video.            
 

                
 

 

 

B. Facial Animation 
Morphing is often used in facial animation, and consists of 

mixing several expression models. The basis of morphing, 

in its traditional use, is simple as 

 

 

 
shown in (Figure 2) of [13]. As face databases are of great 

value in face-related research areas in both modeling and 

support of methods, many researchers built their own face 

database for specific applications. Some of these face 

databases are composed only of 2D face images, while 

others contain 3D shape information. Some of them contain 

only one static expression (the neutral face), which is 

mostly used in applications involving only static faces, e.g. 

face recognition; while others also contain other 

expressions, which can be used in face motion-based 

applications, e.g., face expression recognition and tracking, 

and face reanimation in still images and video sequences. 

The animator must give, with respect to a given referential, 

a reference model Tref (also called neutral model), and as 

many other deformation models Tj as he wants (also called 

expression models). This is a challenging task, since human 

faces are highly non-rigid and could perform large 3D 

shape deformation under expression and pose variations. 

Once these stages of modeling are achieved, the software 

expresses the deformation models Tj in terms of 

displacement vectors with respect to the reference Tref. 

 

 

 

 

 

 

 

 
(a) (b) (c) (d) (e) 

 
Figure 2[13]. -- a-d) Examples of expression models 

(Tj). e) The neutral model Tref associated to the 

preceding expression models. 
 
Face manipulation is a convenient tool for artists and 

animators to create new facial images or animations from 

existing materials, and hence of great research interest in 

computer animation. Recently, 3D face models have 

become increasingly popular in complex face manipulation. 

Blanz et al. [17] reanimate the face in a still image or video 

by transferring mouth movements and expression based on 

their 3D morphable model [1] and a common expression 

representation. They also exchange the face between 

images across large differences in viewpoint and 

illumination [2]. Yang et al. [16] derive an expression flow 

and alignment flow from the 3D morphable model between 

source and target photos, capable of transferring face 

components between the images naturally and seamlessly. 

Shilizerman et al. [27] generate face animations from large 

image collections. 
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C. Enhancement of Facial Attractiveness 
Aesthetics and beauty have captivated human beings from 

the very dawn of mankind, inspiring myriad artists and 

philosophers. However, an absolute definition of aesthetic 

values remains vague. Over centuries, the common notion 

in this research has been that beauty is in the eye of the 

beholder—that individual attraction is not predictable 

beyond our knowledge of a person’s particular culture, 

historical era, or personal history. However, more recent 

work suggests that the constituents of beauty are neither 

arbitrary nor culture bound. Different studies have 

examined the relationship between subjective judgments of 

faces and their objective regularity.Nevertheless, although 

the literature on facial attractiveness is vast [12, 14, 19, 20], 

most of which falls into the psychological category yet 

ignores the establishment of the computational models. 

Computational facial attractiveness analysis aims to predict 

the beauty score of a face and quantitatively reveal the 

consistent relations between attractiveness and various 

facial features (small nose, high forehead, prominent 

cheekbones, arched eyebrows, etc.). Such computational 

models are meaningful due to their theoretic implications 

and practical usage. For example, in online dating 

applications, by asking the user to rank as elected subset of 

candidates, the service provider is able to make prediction 

to the rest of its database and proposes better 

recommendation. Another potential application is face 

beautification, which rearranges the geometric layout of 

facial landmarks and modifies other facial properties like 

skin colours. A computational model can be used to 

evaluate the refined faces by a face beautification system. 

Roughly, prior studies can be cast into the following lines 

based on the adopted features: 

 
Geometry-based methods: The work in [21] analyzed the 

role of geometry in the determination of attractiveness of a 

face. On their constructed 452-image face database, the 

authors first located 29 landmarks residing on critical 

regions such as eyes or nose. Afterwards, various 

geometrical features were extracted based on golden ratios 

[22], facial symmetry or neoclassical canons [23] (e.g., 

nose length=ear length).Those heterogeneous features were 

finally fused to train the facial attractiveness predictor. 

 
Appearance-based methods: In the recent work of 

Grayetal. [24], the authors represented each cropped face 

using overlapping patches. Each patch was convolved with 

48 local filters and followed by a non-linear logistic 

transformation. The procedure is repeated on multiple 

scales to capture omni-scale discriminating features. The 

extracted feature vectors are then fed into a classical linear 

regression model for parameter learning. Other appearance-

based algorithms can be found in [25]. 

 
Hybrid methods: Eisenthaletal. [18] utilized two kinds of 

features, including the manual measurement of 37 facial 

feature distances and ratios that reflect the geometry of the 

face (e.g., distance between eyes, mouth length and width), 

together with the simple concatenation of gray-scale pixels. 

The combination was motivated by the observation that the 

best ratings achieved using each individual feature had a 

lowcorrelationof0.3–0.35 with each other, which suggested 

that the geometry and appearance information are 

potentially complementary. The empirical evaluations in 

[18] clearly supported this hypothesis. Other modalities are 

also proved to be useful as demonstrated in [26], where for 

each face, information such as Hue, Saturation and Value 

(HSV) values of hair colour and skin colour, and a 

measurement of skin smoothness are also employed. There 

are also applications beyond facial beauty ranking. For 

example, Leyvand et al. [15] proposed an example-guided 

enhancement of facial attractiveness. A crucial component 

in their system is a trained facial attractiveness engine. For 

each face to be processed, the algorithm searches the face 

space for a nearby point with a higher predicted 

attractiveness rating and then deforms the original face in 

2D warp field accordingly. 

 

CONCLUSION 
 
In this paper, we have surveyed the growth of face 

morphing and described recent advances in the field. The 

ease with which an artist can effectively use morphing tools 

is determined by the manner in which these components are 

addressed. We surveyed various face morphing techniques, 

including those based on model based and image based 

morphing for images and video sequences. For those cases 

where the input images are sufficiently similar, feature 

specification can potentially be automated. So the feature 

extraction is the key technique toward building entirely 

automatic face morphing algorithms. 

 

REFERENCES 
[1] V. Blanz and T. Vetter, ―A Morphable Model for the 

Synthesis of 3d Faces‖, In SIGGRAPH '99: 

Proceedings of the 26th Annual Conference on 

Computer Graphics and Interactive Techniques, Pages 

187-194, New York, USA, ACM Press/Addison-

Wesley Publishing Co. 1999.  

[2] V. Blanz, K. Scherbaum, T. Vetter and H.P Seidel, 

―Exchanging Faces in Images‖, Computer Graphics 

Forum (Proc. EUROGRAPHICS) 23, 3, Pages 669-

676, 2004.  

[3] D. Bitouk, N. Kumar, S. Dhillon, P. Belhumeur and S. 

K. Nayar, ―Face Swapping: Automatically Replacing 

Faces in Photographs‖, In SIGGRAPH '08: ACM 

SIGGRAPH 2008 Papers, Pages 1-8, New York, 

USA.  

[4] Y. Liang, ―Image Based Face Replacement in Video‖, 

Master's Thesis, CSEI Department, National Taiwan 

University, 2009.  

[5] Y.T. Cheng, V. Tzeng, Y. Liang, C.C. Wang, B.Y. 

Chen, Y.Y. Chuang and M. Ouhyoung,―3d-Model- 

Based Face Replacement in Video‖, In SIGGRAPH 

2009 Poster, ACM.  

[6]  F. Min,  N. Sang and  Z. Wang, ―Automatic Face 

Replacement in Video Based On 2d Morphable 

Model‖ ,Proceeding ICPR '10 Proceedings Of The 

2010 20th International Conference On Pattern 

Recognition, IEEE Computer Society Washington, 

Dc, USA 2010. Pages: 2250-2253.  

[7] K. Dale, K. Sunkavalli, M. K. Johnson, D. Vlasic, W. 

Matusik, and H. P fister,―Video Face 

Replacement‖,ACM Transactions On Graphics (Proc. 

SIGGRAPH Asia) 30, 6, 2011. 

[8]  A. Niswar,  E. P. Ong and  Z. Huang ,―Face 

Replacement in Video from a Single Image‖, In 

SIGGRAPH Asia 2012 Posters, ACM.  

[9] D. Vlasic, M. Brand, H. P fister and J. 

Popovi´C,―Face Transfer with Multilinear Models‖, 

http://dl.acm.org/author_page.cfm?id=81537014456&coll=DL&dl=ACM&trk=0&cfid=374040328&cftoken=46189594
http://dl.acm.org/author_page.cfm?id=81542198356&coll=DL&dl=ACM&trk=0&cfid=374040328&cftoken=46189594
http://dl.acm.org/author_page.cfm?id=81474674284&coll=DL&dl=ACM&trk=0&cfid=374040328&cftoken=46189594
http://dl.acm.org/author_page.cfm?id=81448600727&coll=DL&dl=GUIDE&CFID=374040328&CFTOKEN=46189594
http://dl.acm.org/author_page.cfm?id=81408599410&coll=DL&dl=GUIDE&CFID=374040328&CFTOKEN=46189594
http://dl.acm.org/author_page.cfm?id=81423592922&coll=DL&dl=GUIDE&CFID=374040328&CFTOKEN=46189594


International Journal of Computer Applications (0975 – 8887)  

Second National Conference on Recent Trends in Information Security, GHRCE, Nagpur, India, Jan-2014 

18 

ACM Trans. Graphics (Proc. SIGGRAPH) 24, 3, 

Pages 426–433, 2005.  

[10] P. P´Erez, M. Gangnet and A. Blake,―Poisson Image 

Editing‖,.ACM Trans, Graphics (Proc. SIGGRAPH) 

22, 3, Pages 313–318, 2003.  

[11] S. Gao,  C. Werner and  Amy A. Gooch ,―Morphable 

Guidelines For The Human Head‖, Proceedings Of 

The Symposium On Computational Aesthetics, ACM 

New York, USA 2013 Pages 21-28.  

[12] K.Grammer, and R.Thornhill, ―Human (Homo 

sapiens) facial attractiveness and sexual selection: the 

role of symmetry and averageness‖, J .Comp. Psychol. 

108 (3)(1994)233–242. 

[13] Thierry Lauthelier and Marc Neveu,‖Facial animation 

by reverse morphing on a sequence of real images", 

ANN TELECOMMUN., 55, 2000 

[14] T.Hastie, R.Tibshirani, and J.Friedman, ―The 

Elements of Statistical Learning‖, Springer, 2003.  

[15] T.Leyvand, D.Cohen-Or, G.Drorb and D.Lischinski, 

―Data-driven enhancement of facial attractiveness‖ 

in: ACM SIGGRAPH, 2008, pp.1–9.  

[16] F. Yang, J. Wang, E. Shechtman, L. Bourdev, and D. 

Metaxas, ―Expression flow for 3d-aware face 

component transfer,‖ ACM Trans. Graph., vol. 30, no. 

4, pp. 60:1–60:10, Jul. 2011.  

[17] V. Blanz, C. Basso, T. Poggio, and T. Vetter, 

―Reanimating faces in images and video‖, Computer 

Graphics Forum, vol. 22, no. 3, pp. 641–650, 2003.  

[18] Y.Eisenthal, G.Dror, and E.Ruppin, ―Facial 

attractiveness: beauty and the machine‖, Neural 

Computation18(1)(2006)119–42doi:http://dx.doi.org/ 

10.1162/089976606774841602.  

[19] D.Perrett,―Effects of sexual dimorphism on facial 

attractiveness‖,Nature 394 (6696)(1998)884– 887. 

[20] M.Cunningham, A.Barbee and C.Pike, ―What do 

women want? Facial metric assessment of multiple 

motives in the perception of male facial physical 

attractiveness‖, J.Pers.Soc.Psychol.59 (1)(1990)61– 

72.  

[21] K.Schmid, D.Marx and ,A.Samal, ―Computation of a 

face attractiveness index based on neoclassical canons, 

symmetry, and golden ratios‖, Pattern 

Recognition41(8)(2008)27102717doi:http://dx.doi.or 

g/10.1016/j.patcog.2007. 11.022.  

[22] D.Narain, ―The Perfect Face‖, Available on the 

World Wide Web at /http:// cuip.uchicago.edu 

/_dlnarain /golden/activity8.htmS.  

[23]L.Farkas, T.Hreczko, J.Kolar and ,I.Munro,‖Vertical 

and horizontal proportions of the face in young adult 

North American Caucasians : revision of neoclassical 

canons‖, Plast.Reconstr.Surg.75(1)(1985)328–337.  

[24] D.Gray, K.Yu, W.Xu, and Y.Gong,‖Predicting facial 

beauty without landmarks‖, in: ECCV, 2010.  

[25] J.Whitehill and J.Movellan, ―Personalized facial 

attractiveness prediction‖, in: IEEE Conference Series 

on Automatic Face and Gesture Recognition, 2008.  

[26] A. Kagian, G. Dror, T. Leyvand, D. Cohen-Or and E. 

Ruppin, ―A humanlike predictor of facial 

attractiveness‖, in: NIPS, 2007.  

[27] I. Kemelmacher-Shlizerman, E. Shechtman, R. Garg, 

and S. M. Seitz, ―Exploring photobios,‖ ACM Trans. 

Graph., vol. 30, no. 4, pp. 61:1– 61:10, Jul. 2011.  

  

http://dl.acm.org/author_page.cfm?id=82458881857&coll=DL&dl=ACM&trk=0&cfid=374040328&cftoken=46189594
http://dl.acm.org/author_page.cfm?id=81100057321&coll=DL&dl=ACM&trk=0&cfid=374040328&cftoken=46189594

