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ABSTRACT 

Artificial Bee Colony (ABC) optimization algorithm is a 

swarm intelligence based nature inspired algorithm which has 

been proved a competitive algorithm with some popular 

nature-inspired algorithms. However, it is found that the ABC 

algorithm prefers exploration at the cost of the exploitation.  

Therefore, in this paper a self adaptive fitness based mutation 

strategy is presented in which the perturbation in the solution 

is based on fitness of the solution. The proposed strategy is 

self-adaptive in nature and therefore no manual parameter 

setting is required. 
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1. INTRODUCTION 
Artificial bee colony (ABC) optimization algorithm 

introduced by D. Karaboga [5] is a recent swarm intelligence 

based algorithm. This algorithm is inspired by the behavior of 

honey bees when seeking a quality food source. Like any 

other population based optimization algorithm, ABC consists 

of a population of possible solutions. The possible solutions 

are food sources of honey bees. The fitness is determined in 

terms of the quality (nectar amount) of the food source. ABC 

is relatively a simple, fast and population based stochastic 

search technique in the field of nature inspired algorithms. 

There are two fundamental processes which drive the swarm 

to update in ABC: the variation process, which enables 

exploring different areas of the search space, and the selection 

process, which ensures the exploitation of the previous 

experience. However, it has been shown that the ABC may 

occasionally stop proceeding toward the global optimum even 

though the population has not converged to a local optimum 

[6]. It can be observed that the solution search equation of 

ABC algorithm is good at exploration but poor at exploitation 

[12]. Therefore, to maintain the proper balance between 

exploration and exploitation behavior of ABC, it is highly 

required to develop a strategy in which better solutions exploit 

the search space in close proximity while less fit solutions 

explore the search space. Therefore, in this paper, we 

proposed a self adaptive step size strategy to update a 

solution. In the proposed strategy, a solution takes small step 

sizes in position updating process if its fitness is high i.e. it 

searches the solution in its vicinity whereas a solution takes 

large step sizes if its fitness is low, hence explore the search 

space. The proposed strategy is used for finding the global 

optima of a unimodal and/or multimodal functions by 

adaptively modifying the step sizes in updating process of the 

candidate solution in the search space within which the 

optima is known to exist. In the proposed strategy, ABC 

algorithm’s parameter ‘limit’ is modified self adaptively 

based on the fitness of the solution. Now, there is separate 

‘limit’ for every solution according to the fitness. For high 

fitness solutions, value of ‘limit’ is high while for less fit 

solutions, it is low. Hence, a better solution has more time to 

update itself in comparison to the less fit solutions. Further, to 

improve the diversity of the algorithm, number of scout bees 

is increased. The proposed strategy is compared with ABC 

and Modified Artificial Bee Colony (MABC) [1]. 

Rest of the paper is organized as follows: Basic ABC is 

explained in section II. In section III, fitness based mutation in 

ABC is proposed and explained. In Section IV, performance 

of the proposed strategy is analyzed. Finally, in section V, 

paper is concluded. 

2. PAG ARTIFICIAL BEE COLONY 

(ABC) ALGORITHME SIZE 
In ABC, honey bees are classified into three groups namely 

employed bees, onlooker bees and scout bees. The numbers of 

employed bees are equal to the onlooker bees. The employed 

bees are the bee which searches the food source and gather the 

information about the quality of the food source. Onlooker 

bees stay in the hive and search the food sources on the basis 

of the information gathered by the employed bees. The scout 

bee, searches new food sources randomly in places of the 

abandoned foods sources. Similar to the other population-

based algorithms, ABC solution search process is an iterative 

process. After, initialization of the ABC parameters and 

swarm, it requires the repetitive iterations of the three phases 

namely employed bee phase, onlooker bee phase and scout 

bee phase. Each of the phase is described as follows: 

2.1 Initialization of the swarm 
The parameters for the ABC are the number of food sources, 

the number of trials after which a food source is considered to 

be abandoned and the termination criteria. In the basic ABC, 

the numbers of food sources are equal to the employed bees or 

onlooker bees. Initially, a uniformly distributed initial swarm 

of SN food sources where each food source xi(i = 1, 2, ..., SN) 

is a D-dimensional vector, generated. Here D is the number of 

variables in the optimization problem and xi represent the ith 

food source in the swarm. Each food source is generated as 

follows: 

xij = xminj + rand[0, 1](xmaxj − xminj )                       (1) 

here xminj and xmaxj are bounds of xi in jth direction and 

rand[0, 1] is a uniformly distributed random number in the 

range [0, 1]. 

2.2 Employed bee phase 
In the employed bee phase, modification in the current 

solution (food source) is done by employed bees according to 

the information of individual experience and the new solution 

fitness value. If the fitness value of the new solution is greater 
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than that of the old solution, then the bee updates her position 

to the new solution and old one is discarded. The position 

update equation for ith candidate in this phase is: 

vij = xij + φij (xij − xkj )               (2) 

Here k ∈ {1, 2, ..., SN} and j ∈ {1, 2, ..., D} are randomly 

chosen indices. k must be different from i. φij is a random 

number between [-1, 1]. 

2.3 Onlooker bees phase 
In this phase, the new fitness information (nectar) of the new 

solutions (food sources) and their position information is 

shared by all the employed bees with the onlooker bees in the 

hive. Onlooker bees analyze the available information and 

selects a solution with a probability probi related to its fitness, 

which can be calculated using following expression (there 

may be some other but must be a function of fitness): 

 

Probi(G) =  9.0 X Fitness / (Max. Fit) + 0.1                  (3) 

here fitness is the fitness value of the ith solution and maxfit is 

the maximum fitness of the solutions. As in the case of 

employed bee, it produces a modification on the position in its 

memory and checks the fitness of the new solution. If the 

fitness is higher than the previous one, the bee memorizes the 

new position and forgets the old one. 

2.4 Scout bees phase 
A food source is considered to be abandoned, if its position is 

not getting updated during a predetermined number of cycles. 

In this phase, the bee whose food source has been abandoned 

becomes scout bee and the abandoned food source is replaced 

by a randomly chosen food source within the search space. In 

ABC, predetermined number of cycles is a crucial control 

parameter which is called limit for abandonment. 

Assume that the abandoned source is xi. The scout bee 

replaces this food source by a randomly chosen food source 

which is generated as follows: 

xij = xminj+rand[0, 1](xmaxj−xminj ), for j ∈ {1, 2, ..., D}   (4) 

where xminj and xmaxj are bounds of xi in jth direction. 

2.5 Main steps of the ABC algorithm 
Based on the above explanation, it is clear that the ABC 

search process contains three important control parameters: 

The number of food sources SN (equal to number of onlooker 

or employed bees), the value of limit and the maximum 

number of iterations. The pseudo-code of the ABC is shown 

in Algorithm [1] [6]. 

 

Algorithm 1: Artificial Bee Colony 

 

3. FITNESS BASED MUTATION IN 

ARTIFICIAL BEE COLONY (FMABC) 
Exploration and exploitation are the two important 

characteristics of the population-based optimization 

algorithms such as GA [4], PSO [8], DE [10], BFO [9] and so 

on. In these optimization algorithms, the exploration 

represents the ability to discover the global optimum by 

investigating the various unknown regions in the solution 

search space. While, the exploitation represents the ability to 

find better solutions by implementing the knowledge of the 

previous good solutions. In behavior, the exploration and 

exploitation contradict with each other, however both abilities 

should be well balanced to achieve better optimization 

performance.  

Dervis Karaboga and Bahriye Akay [6] tested different 

variants of ABC for global optimization and found that the 

ABC shows poor performance and remains inefficient in 

exploring the search space. In ABC, any potential solution 

updates itself using the information provided by a randomly 

selected potential solution within the current swarm. In this 

process, a step size which is a linear combination of a random 

number φij ∈ [−1, 1], current solution and a randomly selected 

solution are used. Now the quality of the updated solution 

highly depends upon this step size. If the step size is too large, 

which may occur if the difference of current solution and 

randomly selected solution is large with high absolute value 

of φij , then updated solution can surpass the true solution and 

if this step size is too small then the convergence rate of ABC 

may significantly decrease. A proper balance of this step size 

can balance the exploration and exploitation capability of the 

ABC simultaneously. But, since this step size consists of 

random component so the balance cannot be done manually.  

Therefore, to balance the exploration and exploitation, we 

modified the solution update strategy according to the fitness 

of the solution. In the basic ABC, the food sources are 

updated, as shown in equation (2). In order to improve the 

exploitation, take advantage of the information of the global 

best solution to guide the search of candidate solutions, the 

solution search equation described by equation (2) is modified 

as follows: 

vij= xij+ φij(xij− xkj) + ψij(xbestj  − xij) 

Here, ψijis a uniform random number in [0, C2], where C2 is a 

non-negative constant. For detail description refers to [12]. 

 

To enhance the exploitation capability of ABC, fitness based 

self adaptive mutation mechanism is introduced in the basic 

ABC and shown in Algorithm [2]. In the proposed strategy, 

the perturbation in the solution is based on the fitness of the 

solution. It is clear from Algorithm [2] that the number of 

update in the dimensions of the ith solution is depend on probi.  

and which is a function of fitness (refer equation 3). The 

strategy is based on the concept that the perturbation will be 

high for low fit solutions as for that the value of probi.  will be 

low while the perturbation in high fit solutions will be low 

due to high value of probi. . It is assumed that the global 

optima should be near about to the better fit solutions and if 

perturbation of better solutions will be high then there may be 

chance of skipping true solutions due to large step size. 

Therefore, the step sizes which are proportionally related to 

the perturbations in the solutions are less for good solutions 

and are high for worst solutions which are responsible for the 

exploration. Therefore in the proposed strategy, the better 
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solutions exploit the search space while low fit solutions 

explore the search area. 

 

 

 

 

 

 

 
 

 

 

 

Algorithm 2: Solution update in Employed Phase 

 Here, probi is a function of fitness and calculated as shown in 

equation (3). In Algorithm [2], it is clear that for a solution if 

value of probi is high and that is the case of high fitness 

solution then for that solution the step size will be small. 

Therefore, it is obvious that there is more chance for the high 

fitness solution to move in its neighborhood compare to the 

low fitness solution and hence, a better solution could exploit 

the search area in its vicinity. In other words, we can say that 

solutions exploit or explore the search area based on 

probability which is function of fitness. 

 

4. EXPERIMENTAL RESULTS AND 

DISCUSSION 

4.1 Test problems under consideration 
In order to analyze the performance of FMABC, 16 unbiased 

optimization problems (solutions does not exists on axis, 

diagonal or origin) (f1 to f16) are selected (listed in Table 

[1]). 

4.2 Experimental setting 
To prove the efficiency of FMABC, it is compared with ABC 

and recent variant of ABC named Modified ABC (MABC) 

[1]. To test FMABC, ABC, and MABC over considered 

problems, following experimental setting is adopted: 

 Colony size NP = 50 [2], [3], 

 φij = rand[−1, 1], 

 Number of food sources SN = NP/2, 

 limit = D × SN [7], [1], 

 The stopping criteria is either maximum number of 

function evaluations (which is set to be 200000) is 

reached or the acceptable error (mentioned in Table 

[1] has been achieved, 

 The number of simulations/run =100, 

 Parameter settings for the algorithms ABC and 

MABC are similar to their original research papers. 

Table 1: Test Problems 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Comparison of the test problem results 
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5. Results Comparison 
Numerical results with experimental setting of subsection IV-

B are given in Table [2][3]. In Table [1], standard deviation 

(SD), mean error (ME), average function evaluations (AFE), 

and success rate (SR) are reported. Table [4] shows that most 

of the time FMABC outperforms in terms of reliability, 

efficiency and accuracy as compare to the basic ABC, and 

MABC. 

 

Table 3: Comparison of Test problem and results conti.. 

 

 

 

 

 

 

 

 

 

For the purpose of comparison in terms of consolidated 

performance, box plot analyses have been carried out for all 

the considered algorithms. The empirical distribution of data 

is efficiently represented graphically by the box plot analysis 

tool [11]. The box plots for ABC, MABC and FMABC are 

shown in Figure 7. It is clear from  

Table 4: Summary of Table [2] and [3] outcome 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

this figure that FMABC is better than the considered 

algorithms as interquartile range and median are 

comparatively low. Macintosh, use the font named Times.  

Right margins should be justified, not ragged. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Boxplots graphs for average number of 

function evaluations 

6. Conclusion 
In this paper, to improve the exploitation in ABC, a fitness 

based mutation strategy is presented and incorporated with 

ABC. The so obtained modified ABC is named as fitness 

based mutation in ABC (FMABC). It is shown that, in the 

proposed strategy, better solutions exploits the search space in 

their neighborhood while less fit solutions explore the search 

area based on the fitness. Further, the proposed algorithm is 

compared to the recent variants of ABC, namely, MABC and 

with the help of experiments over test problems, it is shown 

that the FMABC outperforms to the considered algorithms in 

terms of reliability, efficiency and accuracy. 
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