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ABSTRACT 

Supervised learning algorithm for Intrusion Detection needs 

labeled data for training. Lots of data is available through 

internet, network and host. But this data is unlabeled data. The 

availability of labeled data needs human expertise which is 

costly. This is the main hurdle for developing supervised 

intrusion detection systems. We can intelligently use both 

labeled and unlabeled data for intrusion detection. Semi-

supervised learning has attracted the attention of the researcher 

working in Intrusion Detection using machine learning. Our goal 

is to improve the classification accuracy of any given supervised 

classifier algorithm by using the limited labeled data and large 

unlabeled data. The key advantage of the proposed semi-

supervised learning approach is to improve the performance of 

supervised classifier. The results show that the performance of 

the proposed semi-supervised algorithm is better than the state-

of the- art supervised learning algorithms. We compare the 

performance of our DS-AdaBoost algorithm as well as 5 

standard algorithms available in WEKA for supervised and 

semi-supervised approach. 

Keywords 

Intrusion Detection, supervised learning, semi-supervised 

learning, pattern recognition  

 

1. INTRODUCTION 
Any set of actions that attempt to compromise the integrity, 

confidentiality, or availability of a system is defined as intrusion 

[1]. The system which is used to detect an intrusion is known as 

intrusion detection system (IDS), which involves detecting 

unusual patterns or patterns of activity that are known to have 

some relation with intrusions. IDS can broadly classify into two 

main types: anomaly and misuse detection. According to the 

difference in monitoring objects, IDSs are divided into network-

based IDSs (NIDS) and host-based IDSs (HIDS). 

IDS can be implemented using: unsupervised, supervised and 

semi-supervised machine learning algorithms. Unsupervised 

learning use unlabeled data. This method can detect the 

intrusions that have not been previously learned. Examples of 

unsupervised learning for intrusion detection include K-means-

based approaches and self-organizing map (SOM)-based 

approaches. In supervised learning for intrusion detection, the 

labeled data is needed for training. There are mainly neural 

network (NN)-based approaches, and support vector machine 

(SVM)-based approaches for IDS. The third method is semi-

supervised learning in which both the labeled and unlabeled data 

is used for training. 

In this paper we propose semi supervised approach for IDS. 

Semi-supervised learning approach can leverage unlabeled data 

in addition to labeled data. They have received significant 

attention of the researcher, and are more suiTable for intrusion 

detection because they require a small quantity of labeled data 

while still taking advantage of the large quantities of unlabeled 

data. 

The proposed method also offers the advantage of not requiring 

a separate method to label the data. Instead of that this suggests 

that we should choose only the top few most confident data 

points.  This filtered data from the testing data is uses to refine 

the existing dataset and the new labeled data automatically 

trained the system. While when labeled data becomes available 

the learner incorporates it into the algorithm for training. The 

data we used in our experiments is KDDcup99 and is considered 

a benchmark for intrusion detection evaluations. Our algorithm 

gives better performance than other semi-supervised learning 

approaches. It also improves the performance of other 

supervised classifiers. 

The rest of the paper is organized as follows. Section II 

describes the literature survey about semi-supervised methods 

for intrusion detection system. Section III describes our 

proposed approach for semi supervised learning method for 

intrusion detection followed by experiments and results in 

Section IV, followed by a conclusion in the last Section. 

2. LITERATURE  
Semi-supervised learning methods use both labeled and 

unlabeled data for training.  

These algorithms can be classified as: generative, 

discriminative, or a combination of both. The oldest semi-

supervised learning model is generative model. The joint 

probabilities of data and their labels are modeled in this model. 

The second model is Discriminative models, which restricts 

themselves from determining the most likely class for a given 

data by estimating the probability of each class given the data. 

They do not model the classes, so generation of new class 

examples is difficult. 

There are many semi-supervised learning methods. The initial 

work in semi-supervised learning is done by H. J. Scudders in 
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his work on ―self-learning‖ in 1965. An earlier work in 

sequential learning by Robbins and Monro can also be viewed as 

related to semi-supervised learning [20]. Some often-used 

methods include: EM with generative mixture models, self-

training, co-training, transductive support vector machines, and 

graph-based methods. The first bootstrapping algorithm to 

become widely known in computational linguistics was the 

Yarowsky algorithm [21]. An alternative algorithm, co-training 

[4], has subsequently become more popular. Perhaps in part, 

because it has proven amenable to theoretical analysis, in 

contrast to the Yarowsky algorithm, which is as yet 

mathematically poorly understood. 

3. ARCHITECTURE 
It is important to distinguish the problem of semi-supervised 

improvement from the existing supervised classification 

approaches. In the semi-supervised improvement problem, we 

aim to build a classifier which utilizes the unlabeled samples 

from the output of testing stage of our supervised algorithm.  

Supervised intrusion detection approaches use only labeled data 

for training. To label the data however are often difficult, 

expensive, or time consuming as they require the efforts of 

experienced human annotators. Meanwhile unlabeled data may 

be relatively easy to collect, but there has been few ways to use 

them. Semi-supervised learning addresses this problem by using 

large amount of unlabeled data, together with the labeled data, to 

build better classifiers. Because semi-supervised learning 

requires less human effort and gives higher accuracy, it is of 

great interest both in theory and in practice.  

Figure 1 shows the architecture we used for the semi-supervised 

approach for intrusion detection system. We use the labeled data 

for training the system as supervised approach. After training we 

test the system using unlabeled data. We will have to add the 

tested data to the training data so as to implement semi- 

supervised approach. 

 

Figure 1: Architecture for proposed Semi-supervised IDS 

Test data is comparatively large than train data. It is bad idea to 

add whole test data to train data. So we will have to select 

particular data from test data to add into train data. Our classifier 

uses its own predictions to teach itself. The predictor logic is 

based on entropy. The entropy can be calculated as:  

Entropy is a measure of the average information content. The 

entropy for data D given the pi the probability of ith feature, can 

be calculated as shown in Equation 1. 

  

𝐸 𝐷 =  − 𝑝𝑖

𝑛

𝑖=1

 𝑑𝑖 log2 𝑝𝑖   𝑑𝑖             (1) 

Now, a data set D with n points arranged in a frequency 

distribution with k classes. The class mark of the ith class is 

denoted xi; the frequency of the ith class is denoted fi and the 

relative frequency of the ith class is denoted pi = 
𝑓𝑖

𝑛
. Next step is 

to calculate entropy for each class of data, namely, normal, 

DOS, R2L, U2R, and PROBE in the data set using Equation 1. 

Then filter the data from each class in the range is calculated by 

using mean, standard deviation and variance given in Equations 

2, 4 and 3 respectively. 

𝜇 =  
1

𝑛
 𝑓𝑖

𝑛

𝑖=1

∗  𝑥𝑖 =   𝑝𝑖

𝑛

𝑖=1

∗  𝑥𝑖        (2) 

 

𝜎2 =  
1

𝑛
 𝑓𝑖

𝑛

𝑖=1

∗   𝑥𝑖 − 𝜇 2      

  =   𝑝𝑖

𝑛

𝑖=1

∗   𝑥𝑖 − 𝜇 2                   (3) 

    

𝜎 =    𝜎2                                                      (4)  
           

Where D is data and pi is the probability of ith feature. 

 

Entropy for each record is calculated and mean, variance and 

standard deviation for each type of label is calculated.  Using 

this information we filter the data from test data and add to 

training dataset. We use statistical approach for filtering the 

data. 

 

The algorithm for Semi-supervised approach can be summarized 

as: 

1. Train the system with supervised approach. 

2. Give unlabelled data for testing. 

3. Calculate entropy of test data in the dataset after 

testing. 

4. Using statistical methods filter the data. 

5. Add this filtered data to the training data 

 

Train the system with this new data. After testing our approach 

we have the conclusion that the filtered data is not more than 6% 

of the actual unlabeled data. 

 

The selected instances from the test data are added in the 

original data set.  

 

4. EXPERIMENTATIONS AND RESULTS 
Experiments are carried on two data sets, i.e. KDDCup99 [2] 

and NSL data set [22]. For comparison the performance of our 

supervised and semi-supervised DS-Adaboost algorithm, the 

other standard algorithms are used. We first discuss the results 

of semi-supervised Ds-Adaboost algorithm on the same data set. 

Next we run other standard algorithms such as SMO, AdaBoost-

M, Bagging, J48, Naïve Bayes using WEKA [23] on the same 

data set and compare their results with our algorithm. 
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4.1 Experiments on KDDCup99 data set 
Table 1 shows the number of samples in the training data set. 

When the semi-supervised algorithm is applied on the training 

data set, the results were obtained as shown in Table 2 with 

confusion matrix. 

   

Table 1: Training Data set 

 

 

Table 2: Performance of semi-supervised algorithm 

in training data set     

 
 

Table 3: Detection Results in Training Data Set 

                     

We can find the performance of the semi-supervised method is 

better than those of supervised learning method. Semi-

supervised method using self training is introduced to improve 

purely supervised methods for intrusion detection. Experiment is 

presented the comparison between these two methods.  

 

Table 4: Comparison of Supervised and Semi-supervised 

Method 

 

Experiments of comparing this method with other traditional 

supervised learning methods are presented here. Results show 

that the performance is much better than those of the other 

supervised learning methods on detecting attacks. Finally, after 

analyzing the results of experiments carefully and deeply, we 

propose a potential learning method— self training semi-

supervised learning, which may be more adept in detecting 

attacks with the aid of accumulated training examples of known 

attacks. 

 

 

Figure 2: Detection Rate Comparison 

 

Figure 3: False Positive Rate Comparison 

4.2 Experiments on NSL data set 
We perform the same experiments on NSL data set and we have 

the following results for our algorithm with supervised approach 

and other standard algorithms as shown in Table 5. 

 

Table 5: Comparison of FPR and DR of Various algorithms 

                 

Above results are shown in Figure 4 below. The detection rate of 

DS-Adaboost algorithm is better than other standard algorithms. 

The graph in Figure 5 shows the comparison of false positive 

rate of DS-Adaboost with other standard algorithms. The graph 

shows that DS-Adaboost give better false positive rate as 

compare to other standard algorithms.  
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Figure 4: Detection Rate Comparison 

 

 
 

Figure 5: False Positive Rate Comparison 

 

Comparison of Performance for both Data sets 

The results of DS-Adaboost with NSL and KDD data sets for 

supervised and semi-supervised for DS-Adaboost algorithm is 

shown below in Table9. 

 

Table 9: Performances of NSL and KDD data set       

 
 

The graphical comparison of detection rate of two methods for 

both the data sets is shown in Figure 6. It shows that for both the 

data set the result of semi-supervised method is better than 

supervised approach. 

 
 

Figure 6: Detection Rate Comparison for NSL and KDD 

data set 

 

The graphical comparison of false positive rate of two methods 

for both the data sets i.e. NSL and KDDCup 99 is shown in 

graph. It shows that for both the data set the false positive rate of 

semi-supervised method is low as compare to supervised 

approach.  

 

 
 

Figure 7: False Positive Rate Comparison for 

NSL and KDD data set 

 

From the above results we conclude that DS-Adaboost algorithm 

gives better performance than standard algorithms tested for the 

same data set. The second conclusion is that self-training semi-

supervised approach is better choice for pattern based network 

security than supervised approach.  

 

5. CONCLUSION 
We use supervised classifier as a black box for our semi-

supervised algorithm. The results show that the performance of 

our proposed semi-supervised approach is better than our 

supervised algorithm DS-AdaBoost algorithm. Then we 

compare the standard algorithms available in WEKA and 

compare the supervised and semisupervised results. The 

experiments show that the performance of semi-supervised 

algorithm is better than supervised algorithm. Second conclusion 

is that our DS-Adaboost gives better detection rate and low false 

positive rate than SMO, AdaBoost-M, J48, Bagging and Naive 

Bayes algorithms. 
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