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ABSTRACT 

Peer-to-peer networks are useful for the file transferring within 

the group of peers in the network. But usually files are 

transferred in slow speed, if the files are larger in size. Also the 

peers don‟t have much utility within them. In order to enhance 

the utilities of the individual peers, each peer has to configure 

with greater CPU power, bandwidth, and storage space. But 

practically it is an impossible task, as the cost goes high by 

configuring peers with higher configuration. So my approach is 

to monitor the network carefully and to find out some random 

peers and to configure, say in a hundred peer attached network, 

one peer has to be configured with higher configuration. That 

will enhance the transfer speed among all peers. I introduce a 

new term called “G-peers”, gargantuan peers, which is having 

all the utility with it. These G-peers are useful in securing and 

transferring files at a higher speed and enhance the overall 

performance of the network. By adding repeated G-peers in the 

network, it is notable that it will increase the speed of file 

transfer and also the files are much secured as we are 

transferring using G-peers authentication. Therefore, a high 

success rate can be achieved within the Peer-to-peer network by 

these G-peers.   

General Terms 

Peer-to-peer networks, file transfer and higher configuration. 
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1. INTRODUCTION 
Peer-to-peer networks are used in the Internet to share resources 

(i.e. CPU power, bandwidth and storage space) between 

numerous peers. Resources are consequently distributed all over 

the Peer-to-peer network. The benefits of this approach are the 

efficient use of existing resources, scalability and consistency of 

the files shared between peers. The original intent of my work is 

to secure the files through proper authentication mechanism in 

the client (pool of peers) and also retrieving the files from the 

servers (G-peers), using the G-peers search Algorithm. In order 

to avoid the flooding and buffer overflow of the queries from the 

different peers, here I‟m changing the G-peers in a random 

interval according to its DHT‟s index rank using G-peer 

Ranking technique.  

2. BACKGROUND STUDY 

2.1 Literature review  
In conventional centralized networks there will low number of 

servers which provides core value to application, whereas in the 

peer to peer networks uses dissimilar connectivity among nodes 

in the network and collective bandwidth of participants in the 

network. Mostly peer-peer networks are used for establishing 

connection among the nodes via ad hoc connectivity. One of the 

true peer - peer networks are Gnutella [2, 3, 4] or Freenet [18] 

which is greatly assisted by directory servers that intimate the 

network address of the peers to other peer in the network. 

2.2 Classifications of Peer-to-peer Networks 
The Peer-to-peer networks are classified into five types 

according to their degree of centralization [13].  

 Centralized Peer-to-peer network  

 Decentralized Peer-to-peer network 

 Structured Peer-to-peer network  

 Unstructured Peer-to-peer network 

 Hybrid Peer-to-peer network 

2.3 File Sharing in Peer-to-peer Networks 
File sharing [1, 20] is based on peer-to-peer model, where all the 

files are stored and served by users system. Most people who 

indulge in file sharing using Internet provide upload and 

download file. File trading [14] and Peer-to-peer file sharing are 

different, one mentioned later does not require uploading, but 

still some networks provide option for uploading such as credits 

or enforcing the sharing of files currently being downloaded. 

Apart from the traditional file sharing there are services [5] that 

send streams instead of files over a Peer-to-peer network. Hence 

anyone will be able to hear radio and watch television without 

the need of server. It is important that instead of a tree structure 

network [9, 11], a brimful technology from BitTorrent [19] is 

used. 

2.4 Distributed Hash Table (DHT) [5, 6, 10] 
While a peer queries for a certain file, then the file is searched 

for in an index structure maintained in every peer of the 

network. In order to maintain such an index structure we make 

use of a Distributed hash table. This Distributed hash table 

(DHT) serves as an index to satisfy the queries of other peers.  
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These are a class of decentralized distributed systems [21] that 

provide a lookup service [6] similar to a hash table: (name, 

value) pairs are stored in the DHT, and any participating node 

can efficiently retrieve the value associated with a given name. 

Responsibility for maintaining the mapping from names to 

values is distributed among the nodes, in such a way that a 

change in the set of participants causes a minimal amount of 

disruption. This allows DHTs to scale to extremely large 

numbers of nodes and to handle continual node arrivals, 

departures, and failures. DHTs form an infrastructure that can be 

used to build more complex services, such as distributed file 

systems, peer-to-peer file sharing and content distribution 

systems [8], cooperative web caching, multicast, anycast, 

domain name services, and instant messaging. 

DHTs characteristically emphasize the following properties: 

 Decentralization: The peers collectively form the 

system without any central coordination. 

 Scalability: The system should function efficiently 

even with thousands or millions of nodes. 

 Fault tolerance: The system should be reliable (in 

some sense) even with nodes continuously joining, 

leaving, and failing. 

3. SELECTION OF G-PEER(S)  
The below pseudocode has been applied for selecting G-peer in 

a group of peers. Initially, the peer with higher configuration 

would be taken as G-peer. So the demand once comes to G-peer 

from the queried peer is automatically transferred to DHT 

(Distributed Hash Table), for searching [7, 15, 17] the similar 

file in the network. If the file is not found in the first search by 

G-peer(1), the query is re-routed to the succeeding G-peer.   

3.1 Pseudocode 
While Pi is an G-peer 

          If Qi is in DHTi then 

           Send Ri as ACK to Qi 

            Else 

           Pj communicates Qi to network 

   If Qi is in DHTk then 

                          Qi resolved to Pj  

           Increment Rank of Pk 

           Make K as G-peer-„n‟ 

           Decrement Rank of Pi 

                                         Make I as Normal peer 

   End if 

            End if 

End while 
 

4. SYSTEM DESIGN 

4.1 Decision Flow chart 

 

Fig 1: Decision Flow of G-peers search Algorithm 

4.2 G-peers Search algorithm 
In the Fig-1, the flow chart illustration clearly explains about the 

demand can be raised by any of the peer in the network and that 

file demand will be transferred to the G-peer index. If file found 

in G-peer-1, then it takes action .i.e., it will send that file to the 

Queried peer. If the file is not found by G-peer(1), then it will 

communicate the message to every peer in the network. Hence, 

here the message is being transmitted to every peer. If that 

particular file has been found in any other peer, then in the peers 

DHT, the rank is being incremented by 1. Also, the G-peer-1th 

rank is decremented by 1. Thus the queried file will be retrieved 

successfully using our G-peers search algorithm. 

4.3 Design requirements 
The design requirements for my approach are discussed below.  

4.3.1 Security 

In my work, security is important as each peer which enters the 

network should authenticate itself with the G-peer node. 
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4.3.2 Efficiency 

The efficiency of the network is improved in this approach by 

using G-peers search algorithms. 

4.3.3 Fault tolerance 

Fault-tolerance or graceful degradation is the property that 

enables a system (often computer-based) to continue operating 

properly in the event of the failure of (or one or more faults 

within) some of its components. Usually Peer-to-peer networks 

is fully a fault tolerant networks i.e., even if a peer fails other 

peers in the network can able to share the files among them. 

 

4.3.4 Scalability 

Peer-to-peer networks are scalable networks [9, 16] as „n‟ 

numbers of peers can be added to the network for file sharing 

utility. 

5. IMPLEMENTATION 
I have  implemented my approach in a closed environment using 

Java language. 

5.1 Sample coding 
 For authentication with G-peer: 

public void sendTgsInfo(String un,String serverName,String ts)  

{ 

 /* Function used to add authentication tags to the peer 

queries. Authentication serves as an extended feature for 

securing the network */ 

} 

 For Searching files in the G-peer: 

  

public void listTextFilesInTree(File file)  

 { 

        /* used to search for a file queried from the DHT of an 

G-peer. Also supports Query forwarding [12] incase of a G-peer 

File Miss.*/ 

 }  

public SendTgsInfo(String d,Vector v1,Vector v2)  

{ 

/* Function used to establish Communication between peers */ 

} 

 

SendInfo(Client cl1,String data1)  

{ 

/* This Function is used to Send the file information to the 

respective peers*/ 

} 

6. RESULT 

6.1 Test screens 

 

Fig 2: File Specified to the G-peer by querying  

Using Java language as the front end and Microsoft SQL server 

2005 as the back end, it is possible to call up a value (file) in the 

peers connected through a LAN (Local Area Network). The 

basic mechanism is to trigger the peers with search query. Here, 

in the Fig-2, a text file named “kau1.txt” is being asked by one 

of the peer in the network. If the file is not found in the G-peer-

1, it shows the message “File not found on server”. The 

variation of a peer‟s query reply action is demonstrated in Fig-3. 

The query is transmitted to the succeeding G-peer(n), with the 

message “Please communicate later... Server searching to locate 

the file on the other server…” Fig-4. This process helps us to 

find the file in any one of the G-peer with hit ratio of 90%. 

Finally the file can be retrieved from the G-peer (n-1). Fig-5. 

 
Fig 3: Query to the next G-peer(s) 
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Fig 4: File searching by the G-peer 

 

Fig 5: File queried is successfully retrieved 

7. CONCLUSION 
On Summarizing the contributions and limitations of my work, I 

discuss the directions for the future investigation. In my  

approach, the G-peers search algorithm proposed is a fully 

discrete approach which helps to increase the speed of file 

transfer. Also, the security implementation part in my  

authentication module serves to avoid the DDoS (Distributed 

Denial of Service) attacks [21].  
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