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ABSTRACT 

Segmentation is a main process in the object recognition. 

Many times success of object recognition process depends on 

the precision of segmentation. The application of image 

processing technology, in the agricultural research, has made 

significant development [1]. With the advance processing 

capacity, soft computing and computer has attracted it as an 

alternative to human work [2]. In this paper, application of 

BPNN is plaid for segmenting gerbera flowers from offline 

Polyhouse images. Image segmentation is the foundation of 

many image analysis problems; any segmentation method 

with precision can positively influence the analysis process. 

[3] 

The agriculture images are subject to more complexes to 

process as they contain different size; shape objects and 

suffers from illumination, noise making segmentation more 

erroneous. The current study uses offline images captured 

from the natural scene of Polyhouse at arbitrary time. The 

flowers are segmented using Back propagation neural 

network. Total 30 images are used in the experiment where 10 

images are used as training set and 20 images are used for 

testing data set. The input vector for the BPNN consist the 

color feature vector in form of R, G, B values extracted from 

every pixel, and BPNN classification divides the pixels into 

non flower pixel or flower pixel regions, giving segmentation.  
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1. INTRODUCTION 
Use of computer vision is not new to agriculture. Crop disease 

detection [4][5][6], fruit quality [7][8], flower processing 

[9][10], Crop area or yield estimation [11][12] are some areas 

of agriculture that uses computer vision for processing and 

analyzing related data. Automated harvesting using computer 

vision has also been tested successfully for the rose flower 

[13].  

Image segmentation is a process of separating objects 

(foreground) from the background, on the basic of some 

features. In [14], the feature is defined as one or more 

quantifiable property of an object that represents some 

significant characteristics of the object. Color [10] is 

considered a fundamental physical property of agriculture 

products and foods in information analysis [15]. Images 

characterized by color features have many advantages like 

Robustness, Effectiveness and Computational simplicity. The 

objects are mostly discriminated on the basis of its color [16]. 

Variety of methods like color histogram [10]. H component, 

[17], Otsu method [18], clustering [16], knowledge driven are 

been used in the color image segmentation[19].  

Back propagation neural network is commonly used in the 

process of classification. The task of classification is to assign 

the input pattern to one of the predefined classes. Image 

segmentation caries same process of classifying the input 

pattern of pixels into two classes; 1-interested and 2- not 

interested. The process of segmentation appears to be very 

simple but the accuracy of the segmentation is what matters.  

2. PAST RELATED WORK 
ANN is often used by researchers for segmentation purpose. 

ANN was used for segmenting the handwritten text in 

Assamese with good accuracy [20]. The study for determining 

the ripeness of a banana, a neural network model was used 

with help of color information as input [21]. Another study 

conducted for detection of palm oil leaf disease with image 

processing and neural network classification on mobile device 

[22]. ANN was successfully used in Prediction of sweetness 

and amino acid content in soybean crops from hyper spectral 

imagery [23].  

The successful application of MLP is used in segmenting 

grey-level images, to segmentation of industrial radiographic 

images. to classify pixels in a text segmentation application, 

for detection of tumors in ultrasound medical images [24]. 

3. MATERIALS AND TOOL 
To perform the study, Image acquisition and database 

collection of this work are done in the Polyhouse near Nanded 

city. The Polyhouse is built on 5000 square feet with all 

necessary techniques required for better cultivation of gerbera 

flowers. The images are taken with the help of digital camera 

with 10 mega pixels capacity. An image set of 20 images are 

considered in the experiment.  

The image processing and analysis is performed using 

MATLAB 7.0 software with neural network and image 

processing toolbox. The computer system, with core 2 duo 

microprocessor and 2 GB of primary memory, is used to get 

fast and accurate image processing operations. This high 

computational power gives the ability, in the initial phase, to 

process the images captured in the field as is. The neural 

network output strongly depend on correct input, for that 

reason in actual experiment,  images collected from the 

Polyhouse are preprocessed with filtering and cropping 

methods for noise removal and removal of objects that may 

affect the result. The experiment of detecting flowers is 

carried out on the sample images taken from the Polyhouse. 

View of entire Polyhouse is difficult to capture in single 

image. Also image containing big area of Polyhouse may 

result in blurring and thereby poor discrimination of the 

flowers. Therefore, images are taken in parts of the 

Polyhouse.    

3.1 BPNN Architecture 
The algorithm used to train the network is the Multi layer feed 

forward neural network with Backpropagation. In back 

propagation algorithm, gradient descent is used to update the 

weights so that the squared error between the network output 

values and the target output values will be minimized. A 
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typical BPNN model consists of an input layer, hidden 

layer(s), and an output layer as shown in Figure 1.  

For BPNN modeling, error is back-propagated to the hidden 

layer each time and subsequently to the input layer with each 

iteration. Then, the weights connecting the input neurons to 

the hidden neurons changed randomly to minimize the 

distance between the desired values and the actual output.  

The BPNN model performances are evaluated based on Sum 

Squared Error (SSE) and Root Mean Square Error (RMSE). 

The equation for SSE and RMSE is given by 

                    
                                                     
 

                            ....    (2) 

 Where n is the number of observation, p is the number of 

parameter to be estimated and SSE and MSE are the sum of 

squared error and the mean square error, respectively 

3.2 Network Design 
 

 

 

 

 

 

 

Figure 1: BPNN architecture 

In this study, the back propagation neural network is designed 

with three layers; input, hidden and output. We have used two 

different neural networks structures for the segmentation 

purpose. The network has R, G, B values of every pixel as 

input, forming three neuron input layer. One hidden layer with 

20 neurons fabricates the processing part of neural network. 

BPNN contained only one neuron at output layer, producing 

the values from 0 to 1.  

BPNN approach transformed the image segmentation problem 

into a pixel classification problem [24]. Using HSV color 

space and histogram analysis, flower color definition is done 

[17]. Then by the image segmentation process, flowers are 

separated from the background & detected in the images. 

Image set with 20 images are tested with this technique 

Neural Network 

3.3 Network Training 
Total 30 images are used in this study, 10 images that are 

input to be used as training set, are segmented with histogram 

thresholding method based on the flower color values [17]. 

Output of thresholding process is the set of 10 binary images 

containing only flower regions. Remaining 20 images are 

used for the testing. 

The errors are calculated and weights are adjusted 

accordingly. BPNN is trained for 100 epochs for every 

training set image. In actual, the network got trained within 6-

8 epochs for Gerbera flowers and 10-12 epochs for Marigold 

flowers. Finally, 20 images from test image set are tested for 

the segmentation.  

 
Figure 2: Network Training 

4. EXPERIMENT AND RESULT 
All experiments are done on core2 duo 2.2 GHz with 2048 

RAM under Matlab 7.0 environment. In the experiments, 30 

images are employed. The images are taken from two domain 

i.e. there are 15 gerbera flower images and 15 images of 

marigold flowers. For these images, all of them are taken by 

digital camera (Nikon) from various scenes and under 

different lighting conditions of the real world, varied distances 

from the flowers. The distance between the camera and the 

flowers varied from 1 up to 4 meters and the camera is 

focused in the expected flower regions. The sample results of 

segmentation are shown in figure 2 and figure 3.  

  

 
Figure 2: Segmentation results for Gerbera flowers  

  

    
Figure 3: Segmentation results for Marigold flowers  

5. CONCLUSION 
The study has shown the successful implementation of 

Backpropagation neural network for purpose of segmentation. 

In this research, the system is able to fulfill the research 

objective by separating flowers in the image. The system has 

used 20 images in the experiment. The designed network 

performance found to be impressive in detecting flowers 

NN segmentation

NN segmentation NN segmentation
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present in the images. The quality of images used for training 

plays important role in network performance. 

6. FUTURE WORK 
The study focuses on use of Backpropagation neural network 

for the purpose of image segmentation. It is been observed 

that BPNN is a strong alternative to other segmentation 

methods like thresholding, clustering etc. In future, the 

efficiency of this approach needs to be compared with other 

methods. 
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