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ABSTRACT 
This paper describes the Matching Model of two different 

voices. Here, we are working on Digital Signals & Frequency 

of particular Speech. We have use Mel Frequency Cepstrum 

Coefficients (MFCC) for matching the frequency of speech as 

well as used the DISTMIN for calculating the minimum 

distance between two different signals. This technique gives 

the accuracy about authorized speaker. This will shows the 

average of matched voice so that you can identify the speaker 

or voice of that speaker. 
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Recording, Signal processing, Noise Filtering. 
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1.  INTRODUCTION 
This paper shows the process of matching two different 

voices. We have created one model which is work digital 

signals and different frequencies of recorded speech. We have 

given one sample frequency which will detect the matched 

signals and converted into Frames. If coming frequency is 

different than sample frequency then frame will not created. 

Likewise frames are created for two different voices. After 

that Matching purpose gives us only matched frames out of 

total frames of two voices in the form of Result, which will 

help us to identify the authorized speaker or identify the 

speech. Speaker identification mechanism is useful to verify 

identity and control of speaker. 

In this paper a concept of matching two authentication 

modalities, the stored voice of speaker with different 

frequency and the speaker's runtime voice is presented that 

allows for flexible identification and verification with a high 

degree of security: a concept called Conversational Speech 

Biometrics [1,2]. Speech signal consist of two important types 

of information: first type is data content of speech and second 

type is the identity of that speaker. The speaker recognizes 

technique is used to extract identity of person [3]. 

Generally we are using PIN and password based systems. 

Now Voice passwords have been proposed but somewhere it 

is existing, it has work with utterance veri cation for access 

control and password com- pliance [7,8,9]. Biometrics and in 

particular speaker recognition rely for what you are. The new 

approach of speech biometrics or conversational biometrics [2 

persons text-independent speaker recognition to acoustically 

identify or verify answers from the user in dialog with the 

system. 

1.1 Preprocessing 
After record new voice we have to perform filtering on it. We 

have use bandpass filter for remove the unwanted noise from 

file. After that as algorithm step it will extract features of 

sound file. We have show two important features first is Time 

and second is Average of that time. After that when you 

matching technique will be executed. In following fig 1 we 

have shown the preprocessing and algorithm of model which 

we have been implemented. 

 

 

 

 

 

 

 

 

 

 

   Fig 1: Preprocessing and algorithmic steps of model 

1.2 Sequence of Algorithm 
We have created one model in MATLAB for showing 

similarity within two different voices, which will show in fig 

2.  This gives us the path of use in system. Basically, our 

technique is helpful for user to record his/her voice for first 

stage of matching that is analysis purpose. Here users have to 

choose record with sampling frequency. After completing 

recording process, two graphs will be displayed with 

histograms and frequency bands. First graph will show 

amplitude of voice signals and second graph will show 

spectrogram. After that you can apply Matching techniques 

with accessing two different .wave saved files and check out 

the matched frames. 
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Fig 2: Sequence of Voice Matching System 

2. METHODOLOGY 
This paper is based on identify the speaker and match the 

runtime voice of that speaker with existing one. For this 

mechanism we have use following stages in our model for 

implementation. 

2.1 Speech recording  

This is first stage for getting the input or storing the Speech 

for identification afterword in matching process. We are use 

the technique Mel Frequency Cepstral Coefficient (MFCC) in 

recording function. This technique is used to create the 

fingerprint of the voice files. The MFCC technique is based to 

detect critical frequencies of bandwidth with filters spaced 

linearly and logarithmically at low and high frequencies. The 

MFCC technique is also used in detecting of various 

characteristics from given speech. [4], [5], [6]. Followings are 

some issues are overcome in recording a new speech; 

 

Environmental 

Noise 

 

Depend on working condition 

 

Transducer 

 

Telephone, Microphone 

 

Amplitude of 

channel band 

 

 

Distortion (echo) 

 

Speaker of 

speech 

 

Depend or independent on sex, age 

or physical state 

 

Style of speech 

Voice tune 

 

Shouted, quite or normal 

 

2.2 Noise Filtering 
This is next step of algorithm. In this stage we have removed 

unwanted noise from recorded sounds. It is very important 

approach because when we record some sound then it will 

generate some extra unwanted noise which is not required for 

matching. If we match sounds without apply filtering then it 

will give you low accuracy. But if you filter speech and match 

then it will give you something better accuracy. 

For removing unwanted noise we have use the „Bandpass 

Filter‟ technique which will detect all noise and remove it. 

2.2.1 Bandpass Filters 
Bandreject filters remove a band of frequencies about the 

origin of the fourier transform. An ideal bandreject filter is 

given by the expression, 

 
A bandpass filler performs the opposite operation of a 

bandreject filler. 

Hbp(u, v)= 1 - Hbr(u, v) 

Where Hbp(u, v) function from this expression is obtained 

from bandreject filters. It is transfer function. 

2.3 Feature Extraction 
This is the main goal that is feature extraction step of given 

sound is to detect parsimonious sequence of feature vectors 

which is used to provide better representation of  input signals 

of sound. Feature extraction will work within three stages. 

The first stage analysis the speech or detect the front end. It 

perform spectro temporal analysis of coming signals and it 

generates some raw features which describing the power 

spectrum of intervals in speech. Second stage will compile 

given vectors of features into static and dynamic features. In 

last third stage transform vectors of static and dynamic 

features into better compact and robust vectors. Finally these 

features are supplied to recognizer [10]. 

In this paper we have extract two important features that is 

one is Time and second is Average of that Time. Those 

features for different two files will be stored separately. These 

features are so useful for matching because matching will be 

done with checking similarity in that features. 

These features converted into frames when those are matched 

with given sampling frequency. One frame is created when 

features are matched. Likewise Frames are incremented. 

We are providing one sample of frequency which is compared 

with new recorded file. If there are different frequency bands 

then frame cannot be created, but if frequencies matched to 

new sounds frequency then frame will be created. 
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2.4 Matching Technique 
In this paper we have use DISTMIN and MFCC. DISTMIN is 

used to calculate minimum distance between coming two 

frequencies. MFCC is used to compare coming frequency 

with given sampling frequency. We have provided one sample 

of frequency for comparison. If coming frequency is 

mismatched with sampling then Frame will not created. 

Oppositely if frequency will match then one frame will 

created. Likewise frames are incremented. For matching 

frames we have use two features of sounds Time and 

Average. Result will show you matched frames out of total 

frames. 

We have written following function code in the MATLAB for 

matching these frames; 

 

Fig 3: MATLAB code for matching sound files 

There are two techniques are available for matching approach, 

those are working with following ways (Svendsen et al., 

1989) [11] ; 

2.4.1 Whole-word matching 
System compares incoming digital audio signal against a 

prerecorded template of the word. This technique requires less 

processing than sub-word matching, but it requires prerecord 

every word from user. As well as Whole-word templates 

require large amount of storage (between 50 and 512 bytes per 

word) because sometimes several hundred thousand words are 

there. 

2.4.2 Sub-word matching 
The system taking only sub-words and then performs further 

matching technique on those. This technique requires more 

processing than whole-word matching, but it requires much 

less storage (between 5 and 20 bytes per word).  In addition, 

the pronunciation of the word can be taken from English text 

without requiring the user have to speak the word beforehand. 

( Svendsen et al., 1989) [11], (Rabiner et al., 1981) [12], and 

(Wilpon et al., 1988) [13] discuss that research in the area of 

automatic speech recognition had been pursued for the last 

three decades. 

Only whole-word based speech recognition systems have 

found in the use of practical and have become better 

successes. Though whole word models have become a 

success, the researchers are agree with above techniques but 

they have two major problems, which is co-articulation 

problems and requiring a lot of training to build a good 

recognizer. 

 

3. RESULT 
We have been checked the experimental results with our 

model. We have taken two different speeches in system and 

apply our matching technique on these files then we have got 

only matched frames from files which are compared with their 

features. We also got as a result, how many frames are 

matched from total out of frames. 

 

 
 

Fig 4: Checking Matching Result 

We have shown Histograms and Frequency Bands separately 

for two different speeches. In figure 4 there is matching 

process have been executed. It will check matched frames 

from out of frames. Total frames of sounds are related with 

their time and average features. These are incremented when 

frequency of sound will match to given sample frequency. 

In figure 5, actually result has displayed. Where you can see 

matched frames and total frames. Required time for matching 

process will also display. We have also removed unwanted 

noise from speech with apply bandpass filter. Again we show 

the noise removed frequency bands.  
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Fig 5: Result of Matching technique 

We got accuracy as follow; 

                  Speech with Noise 40% 

Filtered Speech 90% 

Speech with different Frequency bands 60% 

Speech with similar Frequency bands 80% 

 

4. CONCLUSION 
In this paper we have provide better security as speaker 

identification phase, we used MFCC and Distance Minimum 

techniques (DISTMIN) techniques. These two techniques 

provided more efficient speaker identification approach. The 

coding of all the techniques mentioned above has been done 

using MATLAB. We found that the combination of MFCC 

and DISTMIN that is Distance Minimum algorithm gives the 

best performance and also accurate results.  

With this matching technique you can identify speaker as well 

as identify any older speech with runtime speech. Which help 

you to check differences between older and new speeches. 
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