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ABSTRACT 

In this paper we propose a method of document image 

binarization that performs well on grayscale images with 

complex backgrounds, maintains good text extraction abilities 

and retains the graphic features that might be present in the 

image. The proposed method employs a coarse thresholding 

step that uses a contrast feature for classification of pixels into 

foreground and background followed by Niblack thresholding 

for finer classification of the pixels. The proposed method was 

found to perform better or at-par with four other popular 

thresholding methods that it was compared against.   
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1. INTRODUCTION 
Document image binarization is one of the preliminary steps 

involved in numerous document image analysis tasks. 

Binarization refers to the task of converting a given grayscale 

or color image to a binary image.  The binarization of the 

document image simplifies further tasks such as character 

recognition, layout analysis, skew estimation and other 

associated tasks. However, the task of image binarization is a 

complex task with no one method performing well for every 

type of image. Work presented in [1] showed that almost all 

methods perform poorly in images of at-least one kind. This 

might be attributed to the wide array of document image types 

as well all the possible ways in which the document image 

might be degraded. 

The image binarization methods might be classified in many 

ways. We first classify them by the nature of the image that 

they work on i.e. methods that work directly on full-color 

images and methods that work on grayscale images. Working 

with full color images is inherently more complex than 

working with a grayscale image. We now present some of the 

methods that work on full color images, followed by methods 

that work on grayscale images. 

A rise in the use of color images has lead to a need for 

methods that effectively binarize color documents while 

making use of all of the information that is present in the form 

of colors in the input image. The conversion of a color image 

to grayscale inherently loses some of the information present 

in the full color image. One of the early methods suggested 

for color document binarization was the one by Tsai and Lee 

in [2] where they make use of the luminance and saturation 

features. They employ a decision tree based approach to 

decide on selection of an appropriate feature for a given 

region of the image and its subsequent binarization. Badekas 

et al. suggest a method in [3] for binarization that initially 

reduces the color of the input full color image by use of a 

color reduction method (as suggested in [4] by Nikolaou and 

Papamarkos) followed by a connected component analysis 

and connected component filtering step. This step is followed 

by a text block formation and finally the text block 

binarization. In another approach Wang et al. [5] suggest a 

method that uses a color quantization process followed by a 

robust clustering method that was proposed in [6]. Following 

this clustering they consider combinations of the reduced 

color planes as independent binary images and select the 

optimally combined image as the final output based on the 

results from a LDA classifier that uses texture features to 

select the optimal binary image. 

Methods that work on grayscale images are better investigated 

and several well known surveys exist that present and 

compare different grayscale image binarization methods. A 

few of these surveys are those of [7] [8] and [1]. Grayscale 

methods may be classified as has been done in [1] on the basis 

of the image information that they exploit. This results in 

methods being classified as histogram based methods, 

clustering methods, entropy based methods, object attribute 

based methods, spatial methods using higher order 

probabilities and methods that are locally adaptive. The 

thresholding methods are more often classified simply as 

global thresholding methods and locally adaptive thresholding 

methods. Global thresholding methods are ones such as those 

suggested by Otsu [9], Kittler [10] and Kapur et al. [11]. 

These methods tend to perform well only in the cases of 

simple images which have a clear bimodal histogram. The 

other class of thresholding methods are the local thresholding 

methods which are better suited to the binarization of complex 

images. Local methods of thresholding work to estimate 

threshold values for local regions based on local image 

characteristics. Some of these methods were suggested by 

Niblack [12], Wolf [13] and Sauvola [14]. 

Aside from these methods there are several methods that have 

been proposed that are combinations of existing methods. 

These methods aim to combine the strengths of different 

methods. The necessity to do this arises, as was mentioned 

earlier, due to the fact that all of the binarization methods fail 

to binarize effectively in at-least one type of input image [1]. 

Su et al. [15] presented a framework for the combination of 

binarization methods where binarization is achieved by an 
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iterative classification of the pixels of the image based on the 

combined results of the different binarization methods. Kuo et 

al. [16] present a method by which they combine the results of 

Otsu’s thresholding method with the results of Niblack’s 

method and Sauvola’s method. Gatos et al. [17] present a 

method in which they combine different binarization methods 

as well as make use of edge information in conjunction with 

the run-length smoothing algorithm in the generation of the 

final binarized image. 

In this paper we propose a method for the binarization of 

scanned grayscale document images that consist of textual 

information as well as graphic content. In the proposed 

method we combine Niblack’s method [12] along with a 

contrast feature proposed in [15]. The proposed method works 

by first performing a coarse thresholding using the contrast 

feature and then uses Niblack’s method for a finer 

thresholding. Hence the proposed method can handle a fair 

amount of complex background or a smoothly varying noise 

in the background while maintaining excellent text extraction. 

The proposed method also retains the details of the graphic 

content of the document image well. At this point we justify 

our decision to use Niblack’s thresholding method; It was 

found in prominent surveys [8] [18] that the method that 

performs the best in the extraction of text from an image is 

that suggested by Niblack. However, one of the drawbacks of 

Niblack’s methods is its introduction of noise in areas of 

relatively constant intensity; the proposed method solves this 

problem as well. The image resulting from the proposed 

method is one that contains purely the extracted text regions 

and the details of the graphic content of the input image. 

The remainder of the paper is organized as follows: in section 

2 we present our method, in section 3 results and experiments 

are presented, here we also highlight the strengths as well as 

the drawbacks of the proposed method. In section 4 we 

present our conclusion.  

2. PROPOSED METHOD 
In the proposed method we perform an initial classification of 

pixels into foreground and background by making use of a 

contrast feature proposed in [15] and given by (2). Following 

the coarse thresholding we make use of the Niblack 

thresholding method [12] for finer thresholding. The contrast 

feature value of the pixel under consideration is taken as an 

initial estimate of the class that the pixel belongs to 

(foreground or background). This hypothesis is justified since 

majority of the areas of the image that are of interest have a 

high contrast value as in the case of the text in the image 

(Figure 1). In the coarse thresholding step which uses the 

contrast feature we mark those pixels of extremely low 

contrast as belonging to the background. Following this we 

perform Niblack thresholding on only those pixels that 

correspond to the foreground as marked by the coarse 

thresholding step. 

The Niblack thresholding method is a relatively simple local 

thresholding method that estimates the local threshold        

in a neighbourhood of size       by use of the following 

expression: 

                                            (1) 

Here   refers to the local mean and   refers to the local 

standard deviation in the       neighbourhood and the 

constant   takes on negative values. In our implementation we 

use a neighbourhood of         and the constant   is set 

to     . A particular drawback that the Niblack’s method 

suffers from is that of a large amount of noise in the binarized 

image in those areas of the image which correspond to areas 

of relatively constant intensity. We effectively solve this 

problem by use of our initial coarse thresholding step. The 

contrast feature is such that it suppresses background variation 

while enhancing the contrast values for the foreground 

document pixels. This feature        is given by: 

         
                

           
                       (2)          

Here, the term           refers to the maximum graylevel 

value in a neighbourhood of       and the term        refers 

to the graylevel of the pixel on which the neighbourhood is 

centered. We determine these contrast values over a 

neighbourhood of size        . In our implementation of the 

method we set this threshold for the coarse thresholding step 

at     of the maximum contrast value of the image therefore 

pixels with contrast values lesser than     are marked as 

background pixels. Following this we proceed with the 

Niblack thresholding for those pixels that have a contrast 

value greater than     of the maximum contrast value. This 

overall procedure is given by: 

        

                

                                  

                                  

     (3) 

Here      refers to the maximum value of the contrast 

feature   for a given image and the values  and 1 correspond 

to the background and foreground respectively.        refers 

to the output binary image. 

By this method we effectively disallow Niblack’s method to 

work on any pixel that belongs to a region of uniform 

intensity. This in effect brings down the noise that Niblack 

thresholding would otherwise have added in these regions of 

uniform intensity. In addition, since we do not alter Niblack’s 

method in any way, the extraction of text and other details of 

the image continue to be at-least as robust as in the original 

Niblack’s method. 

Figure 1- (Clockwise from top) - Input grayscale image, 

Contrast map of the input image, Output of the proposed 

method, Output of Niblack’s method. 

However, we are aware that our initial hypothesis used in the 

coarse thresholding step might not always be one that is 

desirable since it is possible that an application demands that a 
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region of uniform intensity (low contrast) be classified as 

belonging to the foreground. A sample result of the proposed 

method is presented in Figure 1. 

3. EXPERIMENTS AND RESULTS 
The proposed method was tested and experimented on further 

on a dataset of approximately 120 images. These images were 

chosen to be representative of a wide range of types of input 

images. The images consisted of the DIBCO 2009 dataset 

[19], a large number of scanned magazine pages, scanned 

document images and a few scene images. The input images 

were binarized with 4 other widely used binarization methods 

alongside the proposed method. The methods that the 

proposed method was compared against are those proposed by 

Otsu [9], Niblack [12], Wolf [13] and Sauvola [14]. The 

results of these comparisons are presented in this section 

along with the experiments that were performed. Through the 

account of the comparison and our experiments we illustrate 

the drawbacks and the strengths of the proposed method. 

In runs of the proposed method on our test dataset it was 

consistently found to be the most effective in the extraction of 

text, even in the images which had a very low contrast 

between the background and the foreground areas (Figure 3 & 

4). In addition the proposed method was also consistently 

found to retain the graphic features the most effectively 

(Figure 2). The method was also found to effectively handle 

complexly varying backgrounds as is often found in the pages 

of a magazine (Figure 4) but this held true only in the case of 

an un-textured background. 

3.1 Comparison between methods 
Next we present a comparison between the four methods 

mentioned previously and the proposed method. 

1. The method suggested by Otsu [9] due to being a global 

thresholding method failed to handle varying 

backgrounds and degraded images; this was not the case 

with the proposed method as long as the degradation or 

background was un-textured. 

2. Niblack’s method [12] despite being effective in 

extracting the text and image features also tended to add 

a lot of noise in those areas of the image which 

corresponded to areas of constant intensity; the proposed 

method trumped Niblack’s method in this regard. Our 

implementation of Niblack’s method made use of a value 

of      for   and a local neighbourhood of        . 

3. The method suggested by Wolf [13] though found to be 

successful in binarizing images with simple backgrounds 

and images with no graphic content, was not effective in 

the images which contained more complex backgrounds 

and in images containing graphic content. Wolfs method 

was also found to be ineffective in extracting text 

embedded in darker backgrounds. The proposed method 

trumped that suggested by Wolf in all of these regards. 

Our implementation of Wolf’s method made use of a 

value of     for   and a local neighbourhood of        . 

4. In comparison to the proposed method, Sauvolas method 

caused a loss of the features of the graphic content. In 

addition Sauvolas method lagged behind the of the 

proposed method as well as Niblack’s method in its 

effectiveness in extracting text areas, this second result 

has also been illustrated elsewhere in [20]. Our 

implementation of Sauvola’s method made use of a value 

of     for   and a local neighbourhood of        . 

Figure 2- (Clockwise from top) - Input grayscale image, 

Otsu’s output, Wolf’s output, Output of the proposed 

method, Sauvola’s output, Niblack’s output. 

3.2 Drawbacks of the proposed method 
Next we elaborate on some of the drawbacks of the proposed 

method. 

1. As was mentioned previously, the proposed method was 

found to perform poorly in images that consisted of 

coarsely textured backgrounds. We attribute this 

shortcoming to the use of the contrast values of the 

image which are non-zero or are sufficiently high in the 

background due to the presence of the texture. This 

drawback could be overcome to an extent by a smoothing 

(averaging) of the contrast values in a local 

neighbourhood prior to the coarse thresholding step, but 

performing this smoothing beyond an extent also caused 

a loss of the image features in the binarized image. This 

loss of image features was found to be even more 

prominent in the graphic content of the image. This 

smoothing operation on the contrast values was also 

attempted on images with a non textured background so 

as to attempt to improve upon the results of the proposed 

method further. But this lead to a loss of the image 

features in the graphic portions of the binarized image 

when done in excess. Due to this loss of image features 

we do not endorse the process of smoothing the contrast 

image unless an application demands it and tolerates a 

loss of graphic features in the output image. 

2. The proposed method was also found to be sensitive to 

filter size if the input image consisted of a large range of 

character sizes and stroke widths (Figure 4 (c)). The 

proposed method inherits this drawback from Niblack’s 

method. In addition the contrast features are also 
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dependent on the neighbourhood size. In the case of a 

smaller range of character sizes and stroke widths setting 

the filter size of the contrast estimation neighbourhood as 

well as the threshold estimation neighbourhood to be 

large enough to encompass about 2 to 3 characters was 

found to help in alleviating this problem. But this 

problem was found to be harder to deal with when the 

input image consisted of numerous different character 

sizes and stroke widths as is often the case for pages of a 

magazine. 

3. We also found that although the proposed method was 

highly effective in extracting text, it was not as effective 

if the polarity of the text and background were reversed 

(Figure 4 (b)). This is due to the lack of a step to invert 

these kinds of text regions in the proposed method. We 

refer readers to the methods suggested by [3] [21] as 

methods that can handle a reversal of polarity between 

foreground and the background. 

For an image binarization method to be able to handle 

textured backgrounds, to be invariant to the size of characters 

and to be invariant to foreground-background polarity in the 

input image we suspect that more sophisticated methods will 

need to be used. In addition a conversion to grayscale might 

not be advisable. Possible methods which effectively handle 

the cases stated above more elegantly are the ones suggested 

in [3] [5] [20] [21]. 

Also, in the spirit of reproducible research [22] we make the C 

implementation, which uses the OpenCV library, for the 

proposed method available at [23]. 

4. CONCLUSIONS 
In this paper we have suggested a simple binarization scheme 

that works primarily on grayscale document images with 

complex backgrounds, moderate amounts of degradation and 

graphic content. The proposed method makes use of a coarse 

thresholding step by use of a contrast feature followed by a 

finer thresholding by use of Niblack’s method. The method 

effectively binarizes document images with complex 

backgrounds, as is usually found in the pages of a magazine. 

The proposed method also copes with moderate amounts of 

degradation. In addition it retains features of the graphic 

content in the image well while having excellent text 

extraction characteristics. The results of the proposed method 

were compared against results of four other popular methods 

and the proposed method was found to perform better or at 

par with the methods it was compared against. 

A few of the drawbacks of the method are, an inability to 

produce binary images of uniform polarity if the input 

consists of regions where the foreground-background polarity 

is inverted, a dependence on local neighbourhood size and a 

failure to perform well if the document image was textured. 

Possible future areas of work include development of methods 

that effectively handle the drawbacks mentioned above. In 

addition future areas of work will also involve work on 

methods that binarize full color images rather than grayscale 

images as has been proposed here. 
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(a)                                               

(b)                                                

(c)                                                                                      

Figure 4- (Left to right) - Input grayscale image, Output of 

the proposed method 
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