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ABSTRACT 

As the increasing use of web, number of users expressing 

their views about particular product, news, individual or 

organization also increased. Users tend to write reviews when 

it make a purchase on web. These reviews are extremely 

helpful for both, the other users who are intending to make a 

purchase and the related company to who wants to get 

feedback and suggestion about the product. User reviews 

contains information about product features, user expression 

and sentiments of users regarding the product. As huge 

number of reviews and dimensionality is present in these 

reviews, it may create conflict in purchase decision. Thus, 

more improved technique to catch user‟s precise sentiments 

towards the product is evolved i.e. opinion mining which 

comprises opinion target and opinion words extraction. Many 

methods have evolved for opinion mining and extraction. 

Keywords 

Opinion mining, Opinion target, Opinion word, Reputation 

system 

1. INTRODUCTION 
Nowadays it is common to express the opinion about the 

products by the user on websites of the products. It is very 

useful to the company of the products and also to other users 

who are thinking to buy that product. From company‟s 

perspective, online reviews are easy source to get feedback 

and suggestion about products for improvement. Due to its 

importance in the industry many researchers worked on it. 

Generally review can‟t reflect the overall sentiment of user 

about product because each review is combined of one or 

many dimensions and each dimension‟s description may hold 

distinct sentiment. For example take one review about Camera 

“Great quality of pictures but camera has battery problem. 

Display on camera is average”, in this review cannot conclude 

overall sentiment of user about camera. Review has three 

dimensions, Quality of pictures, Battery, Display and 

sentiment of each different.  More number of reviews makes it 

difficult for the customer who wants to buy the particular 

product whether to make purchase are not. Thus, it affects the 

purchase decision. To analyze these reviews it is needed to 

extract words about which user is writing and these words are 

called as Opinion target (Quality of pictures, Battery, 

Display). There is need to extract words which describe 

opinion of users about the opinion target called as Opinion 

word (Great, Problem, Average). 

Reputation score of the product on e-commerce sites is 

important factor for decision making of buying. Product with 

good reputation score introduces trust in customers and 

shopped easily but product with less reputation score reflects 

its negative effect on its sale. Current reputation systems are 

based on the rating given by users to the product. Rating 

based Reputation score is evaluated using number of the 

negative rating, positive rating and total number of the rating. 

The paper is organized in the following manner. In the 

remaining of this paper studied literature survey. In section 3 

studied propose work. In section 4 concluded the survey 

paper. After that in section 5 references used for the paper are 

describes. 

2. RELATED WORK 

2.1 Opinion Mining 
Customer who bought the product, likely to write review 

about the product and the product selling company also wants 

the same. These customer opinions are very helpful to get 

know the buyer‟s sentiment or product reputation about the 

product. To extract the correct knowledge from huge number 

of reviews, technique is introduced called opinion mining. 

Opinion mining also known as Sentiment Analysis has 

become crucial for business as it greatly helps organizations 

and customers to know the consumer‟s sentiment about a 

particular product which affects the buying decision of the 

customer intends to buy the product. Opinion Mining involves 

text analysis, natural language processing which contains 

subjective/objective analysis of the data. 

2.2 Opinion target and Opinion word 
Opinion target meaning can be described as; users describe 

their opinions about particular thing about the product. For 

e.g. If a customer have bought the LED and writing about the 

resolution of the screen then here „screen resolution‟ is the 

opinion target. The object about which users expressing their 

views is known as „opinion target‟. Generally noun or noun 

phrases can be considered as opinion targets. 

Opinion word can be defined as; the words in user express his 

view about product or particular part of the product. For e.g. 

when customer writing resolution of the screen is very good 

or disappointing then here „very good‟ and „disappointing‟ are 

the opinion words which expressing opinion of the customer 

about the product 

2.3 Reputation system 
Many e-commerce sites ask their users to rate their services, 

goods or entities. Reputation Systems are based on the ratings 

given to the product by consumers and is an important factor 

for decision making. On the basis of negative rating, positive 

rating, or total number of ratings; the reputation score is 

evaluated. High reputation score resembles the 

trustworthiness about the product and low score affects the 
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product reputation in the market. Reputation systems compute 

and publish the reputation scores. 

2.4 General Survey of Extraction of 

Opinion Target and Words 
[1]Numbers of news websites are developed to provide 

various types of news which allows user to comment on that 

news events. Users express their views and opinions through 

these comments. These comments have weightage for making 

opinion analysis like tracking the users view about particular 

event or related individual or organization. This analysis task 

requires opinion target extraction. Target extraction from 

sentence/ Review is considered as problem of Sentence 

labeling.  This paper focused on the target extraction using 

Centering Theory. According to centering theory center 

always represents the focus of attention and analogues to 

Targets in the news comments. Paper does not considered the 

extraction of the Opinion word and always need labeled data 

for training. 

To overcome this issue of [1], this paper[2] proposed the 

domain adaption method for supervised learning, in which 

model of target extraction in different domain is used for 

target domain in which there is lack of labeled data. Paper 

considers the task of knowledge extractions with the 

sentiment analysis. Sentiment expressions are based on topic. 

Proposed two stage domain adaptation method; first identifies 

common sentiment words between source and domain to 

integrate them. Second, a Relational Adaptive bootstrapping 

(RAP) algorithm is proposed to derive relation between 

sentiment and topic. Results show that proposed scheme 

extracts precise opinion target and opinion words also. 

Preciseness of extraction depends on the relation between the 

input domain and target domain. 

[3]Making a purchase decision based on the reviews and 

opinions may create conflict in customer‟s mind. Summary of 

the reviews might provide some help. For more precise 

information mining user opinion becomes more valuable. 

Many methods were designed with the fact that “Opinion 

target co-occurred with Opinion words and has strong relation 

or association between them”. Scheme in this paper also uses 

this fact and extracts Opinion target and Opinion words 

jointly. 

Proposed system gives reviews in summarize form by feature 

extraction and opinion orientation identification. From the 

experimental results it is clear that only using the co-

occurrence information does not yield the precise results. 

[4]Paper studies and addressed two important problems i.e. 

opinion target expansion and opinion target extraction. 

Opinions are expressed on different topics called as opinion 

targets. Extraction of the opinion target and opinion word is 

based on syntactic patterns which links the target and words 

and method named as Double propagation because it 

propagates information from target to word. To identify the 

syntactic patterns dependency parsers are used. Disadvantage 

of this method is that many times grammar is not followed in 

the reviews by the user. At that time this method fails because 

dependency parser can‟t handle such reviews. 

[5]This paper describes solution to overcome the scalability 

problem of [4]. “Part-whole” and “no” patterns are added to 

increase the recall. Precision of the extracted features is 

improved using Ranking of the features on the basis of feature 

importance. Ranking is based on the fact if a feature candidate 

is frequently mentioned in the available data and is correct. 

Feature importance depends on two factors 1) Feature 

relevancy and 2) Feature frequency. Paper model the problem 

as a bipartite graph and used web- page ranking algorithm 

HITS for the purpose of high ranking of important features. 

Approach in paper [6] identifies features of the product, 

expressions of the opinion and relations between them and 

also and sentiment may be negative or positive.  Different 

reviews about the product may not contain only single feature 

or opinion, there may present different product feature and 

different expression on each of them. So finding the relation is 

an important task. Based on observations that mostly product 

features are described using phrases, this paper proposed 

concept of phrase dependency parsing. Task of opinion 

mining task contains 1) construction of phrase dependency 

tree; 2) extraction of product features and opinion 

expressions; 3) single word extracting relation between 

product features and opinion expressions. 

[7]This paper proposed a machine learning framework which 

uses lexicalized HMMs (Hidden Markov Models). This 

approach integrates linguistic features, such as part-of speech, 

phrases, internal formation patterns and surrounding 

contextual clues of words into automatic learning. This is 

robust machine level learning approach for opinion mining 

and extraction. System automatically learns new vocabularies 

based on the already learned patterns. It is also able to identify 

complex product entities and product expressions with more 

effectiveness and efficiency. 

[8]Paper considered unsupervised knowledge-lean topic 

modeling approach to automatically identify aspects from 

reviews and their representative words and it extended 

previous topic models to identify opinion words and aspects 

jointly. Paper proposed a new topic modeling approach by 

integrating discriminative maximum entropy (Max-Ent) with 

the standard generative component. Proposed model is 

competitive and able to identify meaningful opinion words 

strongly associated with different aspects. 

[9]According to association between opinion targets and 

opinion words, extracted opinion targets can be used to 

expand more opinion words. This paper uses word alignment 

model to extract the relation between the target and word. 

Then graph based method is used to extract the opinion target 

and opinion word from relation.  As there is chance of 

degrade the quality of alignment, partial supervised WAM 

model is proposed for extraction. Compared to nearest 

neighbor rule methods this method can detect the long span 

relations in the sentences. As there is no need to parse the 

informal sentences, this method is more robust than methods 

based on Syntax pattern in which there is need to parse 

sentences. Word Alignment Model is useful to indicate the 

opinion relation among words; hence more accurate results 

can be obtained from opinion relation identification. 

3. PROPOSED WORK 
In proposed system are going to establish Reputation system 

which uses the dimensions of the user opinion. Dimensions 

i.e. opinion targets and opinion words will be extracted from 

Partial Supervised WAM. The objectives of proposed work is 

the extraction of the target and opinion words efficiently and 

correctly and calculate the reputation score of the product 

based on the extracted target and opinion words. The 

proposed work system architecture is shown in figure1. 

Proposed system comprised of 5 steps. In first step reviews 

are preprocessed using standard methods such as Stop-words, 

Stemming, Emoticon removal, Normalization of the repeating 

characters. Then target and opinion words are extracted using 

method presented in [9]. Then weight calculation of the 
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Target is done in step 3. Then find the sentiment of the 

opinion word. To calculate the Sentiment score system will 

use Sentiwordnet. And finally in step 5 calculate the 

reputation score of the product based on the extracted target 

and opinion words. 

 

Fig 1: System architecture 

4. CONCLUSION AND FUTURE WORK 
In this paper, discussed the work done in the context of 

opinion mining, various technique and reputation system for 

extraction of user‟s sentiment in literature. Trust Or 

Reputation score of the product is very important factor for 

decision of the user. Currently Overall reputation score is 

reflected using rating given by users to the product. Rating 

given by user does not reflect the various dimensions of user 

opinion and it is very important to consider the dimensions for 

overall trust / Reputation of the product. There is need to 

design reputation system which considers the dimensions of 

the user opinion. In proposed work design Reputation system 

which uses the dimensions of the user opinion. Dimensions 

i.e. opinion targets and opinion words will be extracted from 

Partial Supervised WAM. 
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