
International Conference & Workshop on Recent Trends in Technology, (TCET) 2012 
Proceedings published in International Journal of Computer Applications® (IJCA) 

 

 

19 

Video Placement, Distributed Load balancing and Buffer 
Management Policy for Video-on-Demand (VoD) 

Systems 
 

Sudhir N. Dhage 
Department of Computer Engineering 

VJTI, Matunga, Mumbai-400 019. 

 

B.B.Meshram 
Department of Computer Engineering 

VJTI, Matunga, Mumbai-400 019. 

ABSTRACT 

As computer and network technology advance, multimedia 

data can be transferred in real time on the internet. The 

increasing user demands for various multimedia data make 

VoD (video on demand) services to be developed. Video on 

demand (VoD) services are being used in lots of fields such as 

entertainment, distant learning, home shopping, and 

interactive news. Video-on-Demand (VoD) has been gaining 

increasing popularity in recent years. The computational 

problems arising in such systems are very large and require 

appropriate mechanisms for distributing the data among the 

processors. The goal is to decide the rank of the videos, the 

no. of copies and place them on the proxy servers so that the 

no. of hits is maximized. 

In this paper, we focus on various architecture and scheme for 

video placement, Distributed load balancing and buffer 

management for video on demand system. We then proposed 

the Architecture and Mathematical Model for Video 

placement, Distributed Load Balancing and Buffer 

Management Scheme for Video-on-demand systems. We then 

proposed algorithm for calculates the rank of the videos in a 

novel way. It is very effective as it also calculates the access 

difference using access rate of 48hr and 24hr. Also the 

expected bandwidth of a video is changed in every 24 hr. The 

algorithm also considers size and bandwidth of a video while 

calculating its rank. This gives optimum solution for short and 

mostly viewed videos; finally, we proposed the algorithm for 

Distributed load balancing and Buffer Management. 

General Terms 

Algorithms, Computer Networks and Communication, Video 

on demand Systems, Distributed Load Balancing. 

 Keywords 
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Management, Video-on-Demand, NP Hard.  

1. INTRODUCTION 
Thousands of videos are placed at a VoD Server. As the I/O 

bandwidth of storage devices like disks or arrays of disks is 

limited, multiple copies of the same videos are placed on 

different storage devices. This leads to two problems, first 

problem is the distribution of multiple copies of videos on 

different disks and the second problem is to forward a request 

to a particular disk so the dynamic load of the disks is 

minimized. The task of allocating the multiple video copies on 

different disks is currently handled by an experienced 

operator. This problem becomes very complex, cumbersome 

and tedious as the number of videos as well as VoD Servers 

increases. The number of copies of each video is calculated as 

an apportionment problem [18]. The proposed video 

placement algorithm allocates a copy of the video on a 

particular disk using a greedy approach as follows. The video 

copies of each video starting from the most accessed video to 

the least accessed video are allocated on disks at each stage so 

that the static I/O bandwidth load of all disks is minimal. The 

second problem (called disk load balancing) forwards the 

incoming client's request to a particular disk so that the I/O 

bandwidth loads among the disks is balanced. The proposed 

algorithm forwards a request to a disk in such a way that the 

variance of I/O bandwidths of all disks after the allocation of 

the disk is minimal.  

The buffer management scheme is used in a VoD system to 

overcome the disk bandwidth limitation resulting in the 

increase of effective bandwidth of the disks. Recently, various 

interval-based buffer management schemes have been 

proposed to take advantage of the sequential access pattern of 

video streams, e.g., interval caching (IC), greedy interval 

caching (GIC) and Greedy-Interval-Strategy (GIS) [22, 23, 

24, 26]. The interval-based buffer management scheme uses 

the temporal locality of the consecutive requests for the same 

video. The amount of memory required by the interval-based 

buffer management scheme is defined to be the number of 

data blocks that need to be stored in the main memory for 

streaming the video. The concept of the interval-based buffer 

management scheme is to use the data blocks retrieved by the 

preceding I/O stream which are kept in the memory for the 

reuse of the next I/O stream of the same video. The main 

problem with the interval-based buffer management scheme is 

that the amount of memory required is large, if the inter-

arrival time of the requests is large and not uniform. The rest 

of the paper is arranged as follows. In section 2, Related Work 

is presented, In section 3, Design of VoD System is given,  In 

section 4, Proposed Architecture and Mathematical Model is 

given  In section 5, Proposed  video Ranking  algorithm, 

Distributed  load Balancing Algorithm and Buffer 

Management algorithm are given. In section 6, System 

Implementation is given. In section 7, system performance is 

given. Finally, some concluding remarks are given in section 

8. 

2. RELATED WORK 
The video-on-demand system is broadly categorized as near 

VoD or true (inter-active) VoD. The near VoD system 

broadcasts its videos mainly at a set time, and often through 

multiple channels at multiple times, and a viewer can choose 

whether or not to view a video. In the case of the true VoD 

system, the users can select any video from a list of those 

available and can perform VCR-like functions with the 

selected video at any instance of time. Generally true VoD is 

known as a video-on-demand system. A video-on-demand 
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allocates a single channel to each user and they can perform 

VCR-like interactive functions remotely. The VCR-like 

functions includes play, pause, stop, rewind, fast-forward etc. 

In the design of video-on-demand System, one must consider 

various parameters like architecture of the VoD system, size 

of video library, placement of replica servers (proxy servers), 

replication of videos, rate of content ingestion, content 

delivery and request routing [1]. Replication of videos at the 

proxy server (called video placement) is an important issue 

because their popularity changes over time. The video 

placement needs to be done either online or offline as all 

videos cannot be placed at a VoD Proxy Server. The 

allocation of videos to the disks at the time of system 

initialization is called offline video placement whereas the 

allocation of videos to the disks at the time of streaming is 

called online video placement [20]. We will refer to offline 

video placement as simply video placement. The request 

routing mechanism is used if the number of VoD servers is 

more than one at a proxy server. The main function of a 

request routing server is to forward the request to one of the 

VoD servers where the video is stored. The request 

forwarding mechanism can be done with the help of either a 

query-based scheme or a digest-based scheme. In the case of a 

query-based mechanism, the request routing server broadcasts 

the request to all VoD servers and a server having the 

respective video responds to the client. In the later 

mechanism, the request routing server keeps the list of videos 

and where each is stored, so that the request is forwarded as 

soon as the request comes from the client. 

The Content delivery is the process of delivering a video from 

the proxy server to clients. The issues concerning content 

delivery are how to provide the quality of video streaming and 

buffer management at the server and the client side. There are 

generally two methods of delivering video viz. client-pull 

content delivery and server-push content delivery. In the case 

of client-pull content delivery, the client program requests a 

segment of the video continuously, so the client must know 

how the video is stored at the proxy. While in the case of 

server-push content delivery, the video is delivered to the 

client while it does not interrupt the delivery of content [1]. 

The storage subsystem of a VoD system is important, since 

the I/O bandwidth of a disk is low compared to other parts of 

the system. Due to the limited I/O bandwidth of disks, the 

data placement problem has been solved in different ways e.g. 

RAID with time or space stripping [4, 5, 6]. The design of the 

Stony Brook video server with double buffer management for 

video transmission has been discussed in [9, 10, 11, 12]. In 

the literature, two types of system architectures are mentioned 

for the VoD system viz. centralized and proxy-based 

architecture as shown in Fig. 1  [1].  The former architecture 

of the VoD system has a content server and the users' requests 

are sent to it. The later architecture of the VoD system 

consists of a central content server and various proxy servers 

(replica servers). The central content server stores all the 

videos of the VoD system. The proxy servers are used to store 

the most frequently used videos by a set of users so that load 

of the central content server is minimized. All clients' requests 

are sent to the proxy server. If the video is not available at the 

proxy server, it is downloaded from a central content server. 

The centralized architecture has some serious drawbacks as 

compared to a proxy-based architecture. 

 

 
 

Fig. 1:  Types of   VoD  System Architectures 

 

The first drawback is the single point of failure, if the central 

content server goes down. The second drawback is the very 

high load on the central content server as well as the links. 

 

2.1 Video Placement and Disk Load Balancing Algorithms 

The graph-theoretic clique based CLLF video placement 

algorithm first allocates the videos with multiple copies using 

clique trees and then single copy videos are assigned using 

least loaded first scheme [10, 11]. The DASD disk load 

balancing algorithm allocates a play request to a disk with 

minimum load. If  the performance of the system degrades 

below the predefined threshold, the DASD dancing algorithm 

which is also graph-theoretic is initiated and has the effect of 

shifting load from relatively overloaded to relatively under 

loaded disks [10, 11]. The video placement algorithm using 

genetic algorithm (GA) is proposed in [16, 17]. 

 

2.2 Buffer Management Schemes 

The storage subsystem of the VoD system is important, since 

the I/O bandwidth of the disk is low as compared to other 

parts of the system. Due the limited I/O bandwidth of a disk, 

various buffer management schemes have been proposed in 

the literature to increase the effective bandwidth of the disks. 

The design of Stony-Brook video server with double buffer 

management for the transmission has been discussed in [9, 10, 

11, 12]. Two classes of buffer management schemes are used 

in the literature for a VoD system viz. block-based and 

interval-based. Several block-based buffer management 

schemes have been proposed in the literature viz. LRU, LRU-

k, BASIC, L/MRP,  Q-L/MRP AND MPEG-L/MRP [24, 26]. 

All the variation of LRU-like buffer management schemes are 

easy to implement but not efficient due the large size of video 

files and sequential access pattern. While other block based 

buffer management schemes are too CPU-intensive and might 

not be appropriate for a VoD system [31].  While interval-

based  algorithms are heavily used in the VoD system. 

Interval Caching(IC), DISTANT, Dynamic Grouping (DG), 

Greedy Interval Caching (GIC) and Greedy-Interval-Strategy 

(GIS) are the examples of interval-based schemes [23]. The 

dynamic grouping buffer management scheme merges and 

decomposes in two groups with largest profit [28]. The greedy 
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interval caching is an extension to the IC algorithm to take 

care of both small and large video objects. All the above 

interval-based caching algorithms select the smallest intervals 

to be cached. The popularity-aware interval caching considers 

the reference popularity as well as request intervals [27]. In 

[29], the performance metric has been proposed to determine 

which parts of the streams should be cache at any point in 

time based on the maximum number of simultaneous cache 

misses. 

3. DESIGN OF VOD SYSTEM 
The very first step in the design is to decide on the 

architecture of a VoD system depending on the number of 

users, growth rate of users and growth rate of media ingestion. 

If the growth rate of users as well as video is high, the VoD 

system should be scalable. Fig. 2 shows the design steps of 

the VoD system which has been modified according the 

problem definition. The original design steps are given in [1]. 

 

 

 
 

Fig. 2: Design of Video-on-Demand system 

 

As shown in Fig. 2  shows, three components of the VoD 

system design are various models, inputs parameters and 

optimization techniques. The network model consists of the 

architecture of the VoD system and various VoD mechanism 

e.g. content allocation, content distribution and content 

delivery etc. File Access pattern,  the growth rate of users as 

well as videos are used to decide on the size of the VoD 

system. Network topology, number of clients(C) and various 

models are inputs to the optimization techniques.  A buffer 

management scheme, disk load balancing algorithm and video 

placement algorithm are the various optimization techniques. 

The video file format used for the VoD system is also 

important decision as the file format uses different 

compression technique. The mpeg format has been used in the 

research work due to open standard and support for the 

heterogeneous devices. The network topology used in the 

VoD system for the Research Work is star as shown in Fig. 3. 

The file access pattern used in the VoD system is zipf's 

distribution. 

 

 

4. PROPOSED ARCHITECTURE AND 

MATHEMATICAL MODEL 
Our proposed system aims at combining the features of proxy 

based and content distribution architecture and is distributed 

in nature. Our system will provide high availability while 

supporting a high number of video streams. It will eliminate 

the drawbacks of the existing system.  

 The basic components of the system would be 

   

1. Central Server/Main Server   

2. Proxy Servers   

3. Clients   

 

Main Server: The main or central server is the main 

multimedia server where all multimedia contents are 

available. It is the main video library from where videos are 

placed on the proxy server.   

 

Proxy Server: Proxy servers are a subset of the central 

server. A set of clients are connected to each proxy server i.e. 

client requests are served by the proxy server.   

 

Client: The clients are the users of the VoD system. They 

request to proxy server for any multimedia content they wish 

to view.  

The above steps clearly represent the modular break down of 

the entire setup required for the proposed system.   

 

 
    Fig. 3:Proposed Basic Layout of VoD System 

 

The proposed System Architecture of Video-on demand 

System is given in fig. 4, which consists of multimedia server 

which contains all types of videos and proxy servers which is 

subset of multimedia sever. The Videos added/deleted 

according to its rank calculated using its online popularity.   
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Fig. 4: Proposed System Architecture of VoD System 

 

4.1. Mathematical Model   

Table I shows the summary of the parameters and their 

definitions. 

 

Ni No. of videos 

Ni
j No of videos on disk j 

ni No of disks 

DBi
j Bandwidth capacity of disk j 

DSi
j Size of disk j 

Bj Bandwidth of video j 

Sj Size of video j 

Ri
j Rank of video j 

Ai
j Access Request of video j 

Si
avg Avg size of all videos 

Bi
avg Avg bandwidth of all videos 

αi
j No of copies of video j 

AVBi
j Actual B/W of video j 

EVBi
j Expected B/W of video j 

βi
j BSR of disk j (Original) 

Аβi
j Actual BSR of disk j 

Eβi
j Expected BSR of disk j 

Tβi
j To-be BSR of disk j 

ρi
j Avg Difference in BSR 

Aδi
j Actual BSR deviation of disk j 

Tδi
j To-be BSR deviation of disk j 

τi
j Change deviation of disk j 

                  Table 1: Parameters and Definitions 

 4.2     Data Structures Used 

                    AM (0,1) Assignment Matrix 

 

AMi j 
   

 

1 0 0 

 

0 1 0 

 

0 1 1 

                           Table 2: Assignment Matrix 

AVB      Actual Video Bandwidth 

 

 

 
          : 

 

           : 

 

 
 

Table 3: Actual Video bandwidth 
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EVB       Expected Video Bandwidth 

 

 

 
          : 

           : 

 
Table 4 Expected Video Bandwidth 

5. ISSUES IN VIDEO PLACEMENT 
The following are the issues that should be addressed by the 

placement policy:   

 

i. The expected load on a video object can be projected by 

external agents on the basis of historical data together 

with human input. Discounting price, review may also 

affect the expected load. Such unpredictability can be 

better handled by the use of an external agent that 

monitors the demand for the video objects in the system 

and initiates on-line changes in placement of video objects 

when needed.  

 

 ii. Placement policy should also consider quickness with 

which changes in placement have to be placed.  

 

The expected load on a replica is maintained by the system 

only for the purpose of placement. The current load, in fact, 

interferes with the operation of the placement policy since it 

prevents creation of replicas on a device that is currently 

heavily loaded but its expected future load will subside. A 

change in expected load on more than one video object can 

happen at the same time. The Changes to the expected load 

for multiple video objects can be accomplished by repeatedly 

executing the same algorithm for different videos in a certain 

order. First, the BSR policy is invoked for changing the 

expected load for video objects whose demand has decreased. 

After this, the change in expected load for other video objects, 

i.e., for those whose expected load has increased are 

performed in decreasing order of expected load. Initial 

placement is done by placing the video objects arbitrarily.  

  
5.1 PROPOSED VIDEO PLACEMENT ALGORITHM 
The proposed algorithm consists of two modules: 

i. Offline Video Placement: Videos placed manually 

depending on the rank of the video. 

ii. Online Video Placement: Videos added/deleted according 

to its rank calculated using its popularity online. 

Assumptions for Video Placement: 

1. A video is placed if space is available irrespective 

of the availability of B/W on the disk. 

2. A video is removed if and only if : No. of copies of  

the new video to be placed is greater than  and  

Lack of storage space  

5.1.1 Determining Rank of Videos for each Proxy Server 

1. Start 

2. For each video, 

2.1. Calculate  

 

2.2. Arrange the above values in descending order and 

assign    as index of each video starting from 

1. 

 

2.3. In case of same index check the following condition 

 

2.4. Arrange the index in ascending order to remove 

conflict of same rank. 

3. End. 

5.1.2 Addition of Video in specified Proxy Server 

1. Start 

2. In proxy server, for each disk,  Calculate 

 

 

2.1. Select the disk with minimum value of τi
j for 

placing the new video. 

3. End. 
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5.1.3 Dynamic Video Placement Algorithm in a Proxy 

Server 

1. Start  

2. For each video j, 

2.1. If EVBi
j-AVBi

j<0 then,  

2.1.1.  If Rj
i<30% of total ranks then Increase no of 

copies of video j by 1 using BSR 

2.2. Else 

2.2.1.  If Rj
i>30% of total ranks then EVBi

j -

=(EVBi
j - AVBi

j) /2  

3. End. 

5.1.4 Determining the number of copies of Video in a 

Proxy Server 

1) First we set the ranges depending upon the no. of disks 

on the proxy server. 

2) Now according to the percentage of the total access 

requests for a video, we place it in an appropriate range. 

3) The range in which a video is placed decides the no. of 

copies of that video. 

4) The videos in the range with maximum range boundary 

values will be placed on all the disks. 

5) The no. of copies decreases by 1 with the next maximum 

range boundary values. 

6) Thus the no. of copies in the range with lowest range 

boundary values will be 1. 

 

5.2  Distributed Load Balancing Algorithm for VoD 

Servers 

1. Start 

2. Accept video through Admission Control for proxy 

server  

2.1. If video is found on the native proxy server  run 

the Load Balancing Algorithm else :=1 

3. Check the links with the neighboring proxy servers 

and for sufficiency of bandwidth 

required by the video  

3.1. If > send video request to , run the 

Request Response Algorithm and wait for its 

normalized utilization detail    else  = 

1 

3.2. If > send video request to , run the 

Request Response Algorithm and wait for its 

normalized utilization detail  else  = 1 

4. If  =1 then continue, else calculate the normalized 

utilization detail for native proxy server  and 

compare with and   

4.1. If = = = 1 then 

4.1.1.  Forward request to Main Server to upload 

video to  

4.1.2. Run Load Balancing Algorithm 

4.2. Else If is minimum then send a negative 

acknowledgement to both and  

4.3. Else If is minimum then  

4.3.1.  Send acknowledgement to to start 

streaming through  

4.3.2.   :=  -  

4.3.3.  Send a negative acknowledgement to  

4.4. Else If is minimum then  

4.4.1.  Send acknowledgement to to start 

streaming through  

4.4.2.   :=  -  

4.4.3.  Send a negative acknowledgement to  

5. After the video stream is complete 

5.1. if video is being streamed from the native proxy 

server then 

5.1.1.  := +  

5.1.2. := -  

5.2. Else if video is being streamed from proxy server 

 

5.2.1.  Send request to  to stop the streaming  

5.2.2.   := +  

5.3. Else if video is being streamed from proxy server 

 

5.3.1.  Send request to to stop the streaming 

5.3.2.   := +  

6. Stop 

 

5.3 Algorithm Buffer Management Interval Caching 

// S1, S2 arriving streams 

// t1, t2 time at which they arrive 

1. Start  

2.  If no preceding stream then S1 gets data 

from disk;                       

3. If next stream S2 arrives at t2 then interval=t2-t1; 

4. If space available in cache then  cache interval; 

5. Else if cache is full then 

6.  For each( interval j in cache)      

7. If ( j>interval)  then replace j with interval; 

8. Else  Serve from disk;     

9. End 
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6. SYSTEM IMPLEMENTATION  
Main Server contains database of all the videos at any given 

point of time. Used when none of the required proxy servers 

are able to serve a video to the user. Also all the videos placed 

on any proxy server during initial placement phase is taken 

from the main server. Thus more and more proxy servers can 

be added later on at any point of time without disturbing the 

system configuration. Thus, the system becomes distributed. 

 

6.1 System Implementation at Main Server 

The main server contains files of all the videos available to 

the entire system. All the files are stored in the hard disk of 

the main server. Thus videos can added later on as and when 

required. Again, this property satisfies the distributed nature 

of the system. The module that runs on the main server is a C 

program that accepts connection request from a proxy server 

and transfers required video files to the proxy server. 

Moreover, the module is able to accept multiple proxy server 

requests simultaneously at one time. Also, the data transfer 

takes place at a high speed since we have used a modified 

FTP technique to deliver greater performance. 

In the implementation of this module we have used a various 

concepts such as: 

1. Socket programming –The most important and core of our 

file socket programming which deals with main server– 

proxy server connections and communications. 

2. Multiple proxy server support –The main server is capable 

of supporting multiple proxy server requests at a time and 

catering to them successfully. 

3. Modified FTP technique –The default buffer size is 

increased and the number of data packets streamed at one 

time is increased to provide high transfer speed. 

 

 
Fig. 5: Video Placement in Proxy Server 

 

6.2 System Implementation at Proxy Server 

Proxy Server contains files of popular videos on its storage 

according to its own calculation of accesses to the videos and 

also the metadata of each video in the system. It also has its 

own ranking database and access database for videos placed 

on it. The functions are performed by the proxy server are: 

 Initial placement of videos on its storage in a normalized 

way using Modified BSR Algorithm. 

 Providing access to video files to multiple users at the same 

time. 

 Updating the shared variable such as video bandwidth 

matrix, assignment matrix, AVB matrix, access matrix at 

run-time. 

 Dynamically calculating the rank of videos according to 

popularity. 

 Dynamic addition and removal of videos files according to 

the Modified BSR Algorithm. 

 Increasing and decreasing the number of copies for a video 

according to its run-time popularity. 

 Maintaining metadata files for each video as well as for the 

primary memory. 

 Creating log files for maintenance and error detection in the 

proxy server. 

 

6.3 Video Placement Module  

This module is responsible for initial and dynamic placement 

of videos. It implements the Modified BSR Algorithm, the 

initial placement technique, the dynamic placement policy, 

rank calculations, storage of metadata and creation of log 

files. Thus, acts as the main engine for video placement in the 

proxy server. There are four programs which run in order to 

complete the above tasks. 

 

Videoplace.c –This program is backbone of the video 

placement module. It includes two c files used as header files 

which have different function declared and defined in them 

for video placement according to the Modified BSR 

Algorithm. It also defines all the shared memory variables 

which are used by all the modules in the video placement 

environment as well as the dynamic load balancing 

environment. Thus, this is the module which is run first while 

setting up the system for the VoD server. 

 
Fig 6: Dynamic Video Placement 

 

Rankcal.c–This program is run independently using a 

Scheduler. It is used for calculation of rank of videos after a 

specified amount of time. The rankcal.c  file also includes 

some shared memory variables like number of copies matrix, 

access different matrix, video bandwidth matrix, total access 

matrix to calculate the rank of a video according to the 

formula defined in the algorithm. It then calculates the 

number of copies of each video that should be placed in the 

proxy server and starts their placement accordingly using 

Modified BSR Algorithm. Also, the rankcal.c program created 

a rank log file with timestamp after its completion for 

maintenance and analysis purposes. 
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Fig 7: Video Ranks Calculation 

 

 
Fig 8: Placement of copies as per ranks 

Access. c –This is a very small program but important 

nevertheless. It keeps track of the accesses to each video and 

then according changes the values of the EVB matrix which is 

included in the shared memory variables. The correction in 

the EVB matrix values plays an important role in keeping the 

system optimized. Finally, the access.c file creates an access 

log file with timestamp for maintenance and analyzing results. 

 
 

 Fig 9: Access different of Video file 

 

Different c –This program is used for recording the changes 

in the access of a video file for the last 48 hours, last 24 hours 

and the current access values. In short its acts as a database 

manager for access variables of a video. 

7. SYSTEM PERFORMANCE 
For optimizing the system performance, two objectives are 

defined:  

1. Minimizing the total capacity usage of storage disk 

arrays –taken care by the Ranking Policy and Modified 

BSR Algorithm as proposed by our system.  

2. Optimizing the load balancing amongst storage disk 

arrays –taken care by the Load Balancing Techniques. 

The placement problem is also subjected to a number of 

constraints like server capacity constraints, constraints of 

bandwidth and reliability.  

1. Server Capacity - The capacity of each disk array must 

not be exceeded.   

2. I/0 Bandwidth - The bandwidth of each disk array must 

not be excluded.  

3. Reliability -In order to secure the accessibility of the 

user, each video is stored at least in two disk arrays.  

Genetic Algorithm can be used to solve the above defined 

Objectives keeping the Constraints in place. 

 

There are a number of advantages in using Genetic Algorithm 

for Video Placement:  

1. It can handle problem with constraints.   

2. It has the distinct advantage of solving multi-objective 

problems.  

3. It processes an intrinsic parallelism architecture in 

which no extra effort is required to construct a parallel 

computational framework. Such property is essential for 

the achievement of fast system update.  

4. It can solve multi-modal, non-differentiable, non-

continuous or even NP-complete problems.  

However, a major disadvantage of using Genetic Algorithm 

for video placement is that it requires extensive calculations to 

be performed which heavily load the processor speed and thus 

slows down the overall system which is unacceptable. Hence, 

the use of Genetic Algorithm for video placement is avoided 

in real-time systems where speed is critical for success. 

The design of an optimal file placement is considered as being 

a multi-objective, highly constrained, and non-continuous 

problem. Although different heuristic approaches have been 

proposed, they are focused on a system with multiple servers 

in a VoD network, assuming a single disk per server. A 

popularity-based approach is developed for multiple disks 

based on the information of popularity. The algorithm is 

designed for a homogeneous system with identical disks, and 

assuming that all multimedia files have the same duration. A 

similar analysis of the storage cost for distributing movies 

across disks is available. However, different types of disks 

may coexist in the video server and the durations of the 

multimedia files usually vary from a few minutes for short 

video clips to more than two hours for movies.   

An optimal condition of load sharing for minimum blocking 

probability is constructed numerically in such a heterogeneous 

system while the solution is obtained effectively by an 

iterative approach. A genetic algorithm, together with a 

heuristic bin-packing algorithm is designed such that the 

optimal number of copies of the multimedia files and their 

corresponding disk locations are determined.  

There are two major objectives in order to optimize the 

system performance and provide a specified service quality:  

 

i. To minimize the total capacity usage of the server.  

ii. To minimize the blocking probability of the VoD 

system.  

The problem is also subjected to the constraint on the disk 

capacity. In other words, the capacity of each disk must not be 

exceeded.  

The Genetic Algorithm(GA) together with a modified bin-

packing algorithm is known as Highest Load First (HLF). The 

gene of the chromosome in the GA is to reflect the number of 

copies of each multimedia file, while the HLF algorithm will 

search for the optimal file placement scheme of that 

chromosome such that a minimum blocking probability is 

found.  

The objective is to allocate the elements such that all the bins 

are “just full”. Similarly to the conventional bin-packing 

problem, the sequence of the elements to be put into the bin 

may affect the effectiveness of the algorithm. In general, there 

are four different reordering approaches:  

 

a. The descending approach arranges the elements from 

largest size to the smallest.   

b. The ascending approach arranges the elements from 
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smallest size to the largest.   

c. The random approach arranges the elements randomly.    

d. The regular approach maximizes the distances between 

similarly sized elements.  

Due to the discrete effect of the element’s size, it is expected 

that the descending approach will be more effective as the 

element with larger size is allocated first.                            

However, a major disadvantage of using Genetic Algorithm 

for file placement is that it requires extensive calculations to 

be performed which heavily load the processor speed and thus 

slows down the overall system which is unacceptable. Instead, 

our proposed algorithm takes in account Static as well as 

Dynamic Popularity of the videos to decide their placement. 

Also, we consider The Modified BSR Algorithm to minimize 

the objective of blocking probability of the VoD system. 

There are two major problems involved in VoD systems. The 

first problem is the manual video allocation of multiple copies 

of videos to the disks, called video placement. The second 

problem is where to forward a newly arrived request to play a 

video so that the dynamic load amongst disks or arrays of 

disks is balanced. Formulation the video placement as an 

INLP optimization problem and the video placement problem 

to distribute the number of copies of each video to disks or 

arrays of disks is NP-hard. Greedy video placement and disk 

load balancing algorithms can be used to minimize the static 

and dynamic loads of disks respectively.  

 There are two important issues in the design of VoD system. 

The first is a high network bandwidth requirement for the 

streaming of a video and the second is a high I/O bandwidth 

to pull the data from a disk. The former requirement of high 

network bandwidth is solved by using new telecommunication 

technologies e.g. ADSL, VDSL and compression methods. 

The later requirement of I/O bandwidth is solved by the 

various ways such as allocating the multiple copies of some or 

all of the videos called video placement (VP), disk load 

balancing algorithm (DLB) and a buffer management scheme 

to increase the effective bandwidth of the disks.  

 The allocation of the videos copies on the disks is called 

video placement problem. The existing algorithms for the 

video placement include the video placement using genetic 

algorithm (GA) and graph-theoretic based clique approach. 

The solution using genetic algorithm is generated either for 

the specific threshold objective or the number of iterations. 

The solution of the video placement algorithm using genetic 

algorithm and clique is not always optimum. Hence, we have 

proposed a method that takes into account all the constraints 

faced by VoD systems and achieves all the objectives 

necessary without overloading the servers with excessive 

calculations. 

In a video-on-demand server, resource reservation is required 

to guarantee continuous delivery. Hence any given storage 

device (or a striping group treated as a single logical device) 

can serve only up to a fixed number of client access streams. 

Each storage device was also limited by the number of video 

files it can store. One or more copies of a particular video may 

be placed on each disk on the server. Access rates of different 

videos are not uniform so a dynamic placement policy that 

creates/deletes replica of a video and mixes hot and cold 

videos is necessary.   

 We consider a fast or a slow device as a device with 

relatively larger bandwidth or space, respectively. A popular 

video object may be viewed by many clients simultaneously, 

and hence, multiple replicas of that video may need to be 

created on multiple storage devices to support a very high 

bandwidth requirement. Large and small size videos are 

considered same. Most frequently watched videos are 

considered as hot videos whereas less frequently watched 

videos as cold videos. Both the type of videos is to be mixed 

for better results. Each video is characterized by their 

bandwidth and space.  

 In order to reduce the storage costs of a multimedia system, 

videos may be stored on tape and staged into disk as 

necessary. Such systems require placement policy that 

specifies which video on disk to replace if there is no free 

space. For example, a heat-based policy that replaces 

segments of relatively unpopular videos with segments of 

currently referenced videos as needed. This policy exploits the 

fact that different videos may have different expected 

demands. However, staging videos in from tape incurs various 

overheads and may not be economical for all videos. First, 

while tape storage reduces the cost of storing videos, it 

increases the cost of playback since the video has to be read in 

from tape to disk and then played. For playing large objects 

expensive tape device need to be occupied for a long time. 

Even for short video objects, the overhead of mounting the 

tape and advancing the tape to the correct position may be 

very high compared to the time required to actually retrieve 

the object. In addition, the queuing delay for accessing the 

tape may be significant if enough tape storage are not 

available or if load imbalance occurs across tape devices. 

Therefore, if the system cost is dominated by the cost of the 

resources needed to play back streams, it may be cost-

effective to pre-stage popular videos to disks.  

 A dynamic approach that uses partial replication of video 

files (referred to as the Dynamic Segment Replication (DSR) 

policy) for load-balancing in multimedia systems. It is based 

on the observation that if there were a number of consecutive 

requests for the same video and the blocks read in by the first 

request are copied to another device, it would be possible to 

switch the following requests to the partial replica just 

created. Such an approach should be viewed as a 

complementary runtime policy. The DSR policy creates a 

replica of a hot video only if enough space is available on a 

device with available bandwidth. In other words, a good 

initial placement based on BSR matching is required for the 

DSR policy to handle dynamic load fluctuations. In a real 

system, some space and bandwidth may be set aside for the 

purpose of load balancing.  

8. CONCLUSION 
In this research proposed system architecture for VoD systems 

is presented in a novel way by doing the survey of  existing 

VoD systems. The proposed algorithm calculates the rank of 

the videos in a novel way. It is very effective as it also 

calculates the access difference using access rate of 48hr and 

24hr. Also the expected bandwidth of a video is changed in 

every 24 hr. The algorithm also considers size and bandwidth 

of a video while calculating its rank. This gives a higher rank 

for short and mostly viewed videos, The online placement 

considers the BSR policy as well as Zipf’s law which makes it 

unique and effective. The algorithm is run in every 24hr so all 

the values are updated regularly. This makes the system to 

give maximum number of hits. Thus the proposed algorithm 

will be a benchmark in video placement’s history. Finally 

Proposed the optimum distributed load balancing and buffer 

Management algorithms for getting faster access to multiple 

clients on  video on demand(VoD) systems.    
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