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ABSTRACT: 
Social media is currently the center of technological 

innovations and research. The plethora of actionable data made 

available by modern social networks has brought forth the need 

for use of intelligent algorithms that can process such volumes 

of data. 

 Group shopping websites are one of the innovations of such 

social existence of the web.  Many websites such as groupon, 

livingsocial, dealster, buywithme etc. currently offer some form 

or the other of group shopping.  

 The paper presents a model of applying SVM algorithm to our 

case of group shopping with two aims: 

i) Predicting potential customers for a given product 

which shall enable us to launch group shopping 

campaigns more effectively or consider whether they 

should be launched at all, in the first place. 

ii) Rather than having open ended campaigns, 

implementing targeted marketing. 

An application that implements the above is also presented. If 

the admin of the website realizes the potential of a product sold 

by the site or a vendor selling products and services 

complementary to the social shopping site, he or she may 

choose to launch the campaign. On doing so, the deal shall be 

available to all and the potential customers will be specially 

notified.    

General Terms: 
Machine Learning, Support Vector Machines, Advanced 

Computer Application, Artificial Intelligence, Intelligent 

Systems            
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1. INTRODUCTION: 

1.1 Group Shopping 
The concept behind group shopping can be explained as 

follows: 

1.1.1 Premise 

A product or service is offered at a highly discounted rate for a 

limited time, under the condition of minimum number of 

purchases. 

1.1.2 Action 

A user interested in the product purchases it by logging into the 

website and entering his personal information related to the 

purchase. (E.g. entering credit card information) 

 

1.1.3 Condition 

However, this is a one way purchase as the deal goes through 

only when the minimum number of users required for the deal 

purchase the product. If the minimum number of users is not 

met the deal is cancelled and the purchase amount is not 

deducted from the user’s account.   

Knowledge of users and their preferences is of prime 

importance in formulating such deals. Knowing which users to 

target for specific products and then pursuing them aggressively 

rather than only having open deals bombarded at all users is the 

motivation behind the analysis of user data.   

Although Retail specific customer classification models based 

on Support Vector Machines have been presented in [1] and [2], 

we are studying a problem that is a sub domain of the same. 

The size of data available in such situations is limited as this is 

a fairly new field unlike the larger domain of retail where 

historical transactional data is available in data warehouses. The 

classification in our model is largely based on user-product 

association which results in our derivation of potential 

customers. 

 Due to the lack of shopping related user data in the format 

required for our study, we have created a sample application 

that helps us populate the data and also acts as a demonstration 

of how applications in group shopping domain can be modeled 

and developed along the lines of intelligent applications found 

in [3], [4] and [5]. However, this has limited the scale and 

quantity of the data available. We refer to the application as 

‘Social Shopping’. Also, we have no restriction on the number 
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of deals unlike many group shopping sites, which have one deal 

per day. 

 

2. DEVELOPING THE MODEL 
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Figure 1: SVM Model for Group Shopping 

 

The format of data available which shall be used for our 

analysis is as follows: 
 

 

 

 

 

 

 

 

 

 

 

2.1 For user: 

2.1.1 Categories purchased in 
 

2.1.2 Categories interested in 
 

2.1.3 Wish list products 
 

2.1.4 Age 
 

 

2.1.5 Sex  

User data is 
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preprocessing 
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2.1.6 Annual Income 
 

2.1.7 Location (For location sensitive deals) 
 

2.2 For products: 

2.2.1 Product category 
 

2.2.2 Age Category 
 

2.2.3 Gender related product classification (such as 

men’s and women’s clothing and personal care 

products etc.) 
 

2.2.4 Product price category 
 

2.2.5 Product or service location (if location 

sensitive) 

2.3 Rules for generating training data 
 

2.3.1 Wish list trumps all (W) 

 If a product is in the user’s wish list we consider the user to be 

a potential customer irrespective of the other parameters. 
 

2.3.2 Deal breakers- Gender (dg), Age (da), Income 

Range (di), and Location (dl) (for location sensitive 

deals) 

Comparing user and product attributes on above parameters we 

predict if a user is a potential customer 
 

2.3.3 Other parameters 

 Categories interested in Categories interested in (Ci), 

Categories purchased in (Cp). A positive in the above against a 

given product makes the user a potential customer albeit the 

deal breaker conditions.   

The rules for generating output class in our training data can be 

represented mathematically as follows: 

Y = S W - wg dg - wa da - wi di - wl dl + Ci +Cp 

where wg, wa, wi, wl  are the weights assigned to Wish list & 

each of the deal breaker parameters (dg , da , di , dl ) 

respectively. 

Based on conditions, the training data is generated in format to 

work with libsvm. For applying SVM to our group shopping 

concept related data we do not perform scaling as it is done for 

most datasets for which SVM is applied. In fact, even though 

the data can be represented in binary format, we provide 

appropriate weights to each feature. This enables us to provide 

relative importance to different features. For example, in our 

case we provide largest weight age to wish list, because if a 

product is in a person’s wish list, we assume highest probability 

of the person purchasing it. 

Support vector Classification provides an excellent off the shelf 

machine learning algorithm, which can be used to generate 

predictions for our testing data. 

2.4 Support Vector Machine Algorithm: 

Support vector machines are used for classifying huge amounts 

of high dimensional data into different classes.  

We are given some training data D , a set of n points of the 

form  n
ii

p
iii yxyx 1}}1,1{,|),{(  RD  where the yi is 

either 1 or −1, indicating the class to which the point Xi 

belongs. Each Xi is a p-dimensional real vector. We want to 

find the maximum-margin hyperplane that divides the points 

having yi = 1 from those having yi = − 1. Any hyperplane can be 

written as the set of points X satisfying 0 bxw where · 

denotes the dot product and w the normal vector to the 

hyperplane. The parameter 
|||| w

b
   determines the offset of the 

hyperplane from the origin along the normal vector w. We want 

to choose the w and b to maximize the margin, or distance 

between the parallel hyperplanes that are as far apart as possible 

while still separating the data. These hyperplanes can be 

described by the equations 1 bxw  and 1 bxw  

2.4.1 Primal form 

Minimize (in bw, ) 

2||||
2

1
w  

subject to (for any ni ,...,1  ) 

1)(  bxwyi  

Expressing the previous problem in Langragian form by means 

of non-negative Lagrange multipliers i as 
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2.4.2 Dual form 
Writing the classification rule in its unconstrained dual form 

reveals that the maximum margin hyperplane and therefore the 

classification task is only a function of the support vectors, the 

training data that lie on the margin. Using the fact, that 

www 2|||| and substituting 
i

iii xyw   one can show 

that the dual of the SVM reduces to the following optimization 

problem: 

Maximize (in i  )            
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0i and to the constraint from the minimization in b    

0
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http://en.wikipedia.org/wiki/Real_number
http://en.wikipedia.org/wiki/Dot_product
http://en.wikipedia.org/wiki/Surface_normal
http://en.wikipedia.org/wiki/Lagrange_multipliers
http://en.wikipedia.org/wiki/Dual_problem


International Conference & Workshop on Recent Trends in Technology, (TCET) 2012 
Proceedings published in International Journal of Computer Applications® (IJCA) 

 

 

    38 

Here the kernel is defined by  

jiji xxxxk  )(  and 
i

i

ii xyw                   

 

For non linear classifiers we apply kernel trick to the maximum 

margin hyperplane. Every dot product is replaced by non linear 

kernel function. Some kernel functions are: 

 

Polynomial:  

d
jiji xxxxk )()(   

Gaussian radial basis:  

)||||exp(),( 2
jiji xxxxk    

Hyperbolic tangent:  

)tanh(),( cxkxxxk jiji   

 

First step in non linear classification is choosing the kernel and 

hence the mapping )(xx   

Create H  where 

)()( jijiij xxyyH    

Maximize            

 HT
n

i

i
2

1

1




 

subject to constraints 

Ci 0  i and  

0

1




n

i

iyi  

 

A more detailed explanation of the algorithm can be found in 

[6], [7] , [8] ,[9], [10] and [11]. 

 

3. EXPERIMENTAL RESULTS: 
 We have applied the problem for the product ‘Elegant Short 

Kurti Embroidered Indian Ethnic Top Large’ belonging to 

‘Apparels’ category and we assume the location of the shop1 to 

be in the city  
1 

Shop is a generalized term for malls, restaurant, theaters etc. 

 

of  Mumbai having Pin code 400093. All the customers are 

from different parts of Mumbai. As the campaign is location 

sensitive we apply appropriate distance-feature selection for 

SVM model using Yahoo Geocoding Web Services API. 

Website data collected in format for preprocessing. 
 

 

 
 

Figure 2.1: Sample training data part i) 

(Customer Related) 
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Figure 2.2: Sample training data ii) 

(Customer Related) 

 

 
 

Figure 2.3: Sample training data part iii) 

(Product Related) 

 

 

 
 

Figure 2.4: Sample training data iv) 

(Product Related) 

 

 

The data is then preprocessed to be in format suitable for 

applying SVM algorithm. For applying SVM algorithm we use 

library function provided by [12] referring [13]. Radial Basis 

Function kernel is a reasonable choice for small datasets. It 

non-linearly maps samples into higher dimensional space. A 

detailed explanation of kernel methods is available in [14] and 

[15]. 

 

We perform support vector classification and the results are as 

follows: 

Kernel type: Radial basis function 

Gamma: 0.2 

Total Support Vectors: 20 

Rho: -0.176018 

Classification Accuracy: 95.9732% 

 

The admin of the website can then launch a campaign if he 

feels that desired numbers of users are available. The ‘deal’ 

shall be available for all the users of the website. However, the 

potential customers predicted by SVM algorithm can be 

notified of the same by email and Short Messaging Service 

(SMS) and have the deal posted on their homepage. 
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Figure 3 Group Shopping Payment  

Confirmation stating the number of    

users required for deal to become active. 

4. FUTURE SCOPE: 
 The project captures certain parameters which act as 

features in the SVM algorithm. However, many more 

features can be captured that can lead to better analysis. 

Other features such as ratings, tags, reviews read, blogs, 

comments on reviews and community discussions etc. will 

capture information that is not directly available. 

Technologies in the field of Natural Language Processing 

and Semantic Web will have to be employed for the same. 

 At the application level, there are plans for taking the 

architecture to Model-View-Controller. Making the user 

interface interactive using AJAX and other RIA 

technologies is also another area of future effort.    
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