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Abstract 

 The review is done focused on Transmission Control 

Protocol/Internet Protocol (TCP/IP) by studying almost 

recently proposed algorithms to avoid congestion and improve 

performance. Our study in this work list many open issues that 

persevere in the designing, functioning and managing of the 

Internet. It aims at preventing incoming packet drops at 

gateways because of local buffer overflows. We identified that 

the enormous part of problems lies in Transport Protocol 

Implementation which will never mean it happens in Protocols 

themselves which may sometimes happen. 

INTRODUCTION 

End-to-end congestion control mechanisms of TCP was been a 

significant feature in the vigor of the internet. Still, the Internet 

is no longer practical to rely on all end-nodes to use end-to-end 

congestion control for best- effort traffic. It is no longer 

possible to rely on all developers to incorporate end-to-end 

congestion control in their Internet applications. The network 

itself must now participate in controlling its own resource 

utilization. Assuming the Internet will continue to become 

congested due to a scarcity of bandwidth, this proposition leads 

to several possible approaches for controlling best-effort 

traffic.[45]One approach involves the deployment of packet 

scheduling disciplines in routers that isolate each flow, as much 

as possible, from the effects of other flows. This approach 

suggests the deployment of per-flow scheduling mechanisms 

that separately regulate the bandwidth used by each best-effort 

flow, usually in an effort to approximate max-min fairness. 

A second approach, outlined in this paper, is for routers to 

support the continued use of end-to-end congestion control as 

the primary mechanism for best-effort traffic to share scarce 

bandwidth, and to deploy incentives for its continued use. 

These incentives would be in the form of router mechanisms to 

restrict the bandwidth of best-effort flows using a 

disproportionate share of the bandwidth in times of congestion. 

These mechanisms would give a concrete incentive to end 

users, application developers, and protocol designers to use 

end-to-end congestion control for best-effort traffic.  

Another approach in this paper would be to rely on financial 

pricing mechanisms to control sharing. Relying exclusively 

financial incentives would result in a risky gamble that network 

providers will be able to provision additional bandwidth and 

deploy effective pricing structures fast enough to keep up with 

the growth in unresponsive best-effort traffic in the Internet. 

These three approaches to sharing, of per-flow scheduling, 

incentives for end-to-end congestion control, and pricing 

mechanisms, are not necessarily mutually exclusive. Given the 

fundamental heterogeneity of the Internet, there is no 

requirement that all routers or all service providers follow 

precisely the same approach. 

Present TCP Protocols   

TCP uses “window” flow control,[11] where a destination 

sends acknowledgments for packets that are correctly received. 

A source keeps a variable called window size that determines 

the maximum number of outstanding packets that have been 

transmitted but not yet acknowledged. When the window size 

is exhausted, the source must wait for an acknowledgment 

before sending a new packet. Two features are important. The 

first is the “self-clocking” feature that automatically slows 

down the source when a network becomes congested and 

acknowledgments are delayed. The second is that the window 

size controls the source rate: roughly one window of packets is 

sent every round-trip time. The first feature was the only 

congestion control mechanism in the Internet before Van 

Jacobson’s proposal in 1988 [24]. Jacobson’s idea is to 

dynamically adapt window size to network congestion. In this 

section, we will review how TCP infers congestion and adjusts 

window size. TCP also provides other end-to-end services such 

as error recovery and round-trip time estimation, but we will 

limit our attention to the congestion control aspect. 

TCP Vegas 

TCP Vegas improves [12] upon TCP Reno through three main 

techniques. The first is a new retransmission mechanism where 

timeout is checked on receiving the first duplicate 

acknowledgment, rather than waiting for the third duplicate 

acknowledgment (as Reno would), and results in a more timely 

detection of loss. The second technique is a more prudent way 

to grow the window size during the initial use of slow-start 

when a connection starts up, and it results in fewer losses. The 

third technique is a new congestion avoidance mechanism that 

corrects the oscillatory behavior of Reno. The idea is to have a 

source estimate the number of its own packets buffered in the 

path and try to keep this number between α (typically 1) and β 

(typically 3) by adjusting its window size. The window size is 

increased or decreased linearly in the next round-trip time 

according to whether the current estimate is less than α or 

greater than β. Otherwise the window size is unchanged. The 

rationale behind this is to maintain a small number of packets 

in the pipe to take advantage of extra capacity when it be- 

comes available. Another interpretation of the congestion 

avoidance algorithm of Vegas is given in [12], in which a 

Vegas source periodically measures the round-trip queuing 

delay and sets its rate to be proportional to the ratio of its 

round-trip propagation delay to queuing delay, the 

proportionality constant being between α and β. Hence, the 

more congested its path, the higher the queuing delay and the 

lower the rate. The Vegas source obtains queuing delay by 

monitoring its round-trip time (the time between sending a 

packet and receiving its acknowledgment) and subtracting from 

it the round-trip propagation delay. 
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New Westwood TCP 

Overview of the algorithm New Westwood TCP is a sender 

side only implementation of the MEAD mechanism that 

follows the fundamental end-to-end Internet design principle 

[4,5]. The key idea is to exploit the flow of returning ACKs to 

estimate both available bandwidth and queue backlog. NW 

TCP preserves the standard TCP slow start and congestion 

avoidance phases in order to probe the network capacity until 

congestion is experienced. While in standard TCP (i.e. Tahoe 

Reno) congestion is signaled by timeouts or duplicate 

acknowledgments, in NW TCP the source becomes aware of 

congestion by estimating the queue backlog. This allows the 

sender to (1) promptly detect congestion before queue 

overflow, (2) increase the fairness since each sender sets the 

same backlog threshold for each flow, (3) discriminate 

congestion from losses due to unreliable links. In order to 

estimate the queue backlog, NW TCP needs to estimate the 

available bandwidth and the queuing time. [21]The queuing 

time is measured by time-stamping packets and by subtracting 

the minimum measured round trip time. 

The end-toad estimate of the available bandwidth is obtained 

by low-pass filtering the rate of returning ACKs. The estimate 

is then multiplied by the queuing time to obtain an estimate of 

the queue backlog. When the queue backlog is greater than a 

threshold then the TCP sender sets the congestion window and 

the slow start threshold equal to the available bandwidth times 

the minimum round trip time. [41]The rationale of this strategy 

is simple: in contrast with TCP Reno, which implements a 

"blind" multiplicative decrease algorithm after congestion, NW 

TCP adaptively sets a slow start threshold and congestion 

windows, which are consistent with the bandwidth used at the 

time congestion is detected. 

RED 

RED (random early detection) [35,36] is an alternative way to 

generate the congestion measure (loss) to Reno sources. 

Instead of dropping only at a full buffer, RED maintains an 

exponentially weighted queue length and drops packets with a 

probability that increases with the average queue length. When 

the average queue length is less than a minimum threshold, no 

packets are dropped. When it exceeds a maximum threshold, 

all packets are dropped. When it is in between, a packet is 

dropped with a probability that is a piecewise linear and 

increasing function of the average queue length. This type of 

strategy is called active queue management (AQM). 

FIFO 

A Vegas source adjusts its rate based on observed queuing 

delay; in other words, it uses queuing delay as a measure of 

congestion. [40]This information is updated by the FIFO (first-

in-first-out) buffer process and fed back implicitly to sources 

through round-trip time measurement. 

Droptail 

A [37] Reno source uses loss as a measure of congestion. This 

information is typically generated and fed back to sources 

through Droptail, a queuing discipline that drops an arrival to a 

full buffer.  

TCP Reno/RED  

We focus only on the congestion avoidance phase of TCP 

Reno, in which an elephant typically spends most of its 

time.[38] We take source rates as the primal variable x and link 

loss probabilities as prices p. In this section, we assume the 

round-trip time ti of source i is constant and that rate xi, is 

related to window wi.  

 

ACC for TCP 

As a test of the ACC principles outlined above, we have 

defined an active congestion control based on TCP. TCP 

contains a classic, well understood feedback control system: 

the congestion avoidance mechanisms defined by Jacobson [5]. 

Endpoint sending rate is controlled by a sliding window which 

is advanced by packet acknowledgments. The size of the 

window is modulated in response to congestion along the 

connection’s path. The window modulation algorithm in TCP 

is a classic linear increase/multiplicative decrease algorithm. 

When congestion is detected, the window is reduced to half its 

current size. When a full window of consecutive packets has 

been acknowledged without congestion being detected, the 

window is increased by one maximum-sized packet. We omit 

the discussion of the Slow-Start algorithm because the current 

work considers primarily steady-state effects.  

Fairness 

It is well known that TCP Reno discriminates against 

connections with large propagation delays. This is clear from 

[17], which implies that Reno equalizes windows for sources 

that experience the same loss probability, and hence their rates 

are inversely proportional to their round-trip times. The 

equilibrium characterization [17] also exposes the“beat down” 

effect, where sources that go through more congested links, 

seeing larger qi, receive less bandwidth. 

This effect is hidden in single-link models and, in multilink 

models, is often confused with delay-induced discrimination of 

TCP, as expressed in (17). It has been observed in simulations 

[44] and has long been deemed unfair, but the duality model 

shows that it is an unavoidable and even desirable, feature of 

end-to-end congestion control. For each unit of increment in 

aggregate utility, a source with a longer path consumes more 

resources and hence should be beaten down. If this is 

undesirable, it can be remedied by weighting the utility 

function with delay. 

Delay and Loss 

The [28,29]current protocol (Reno with DropTail) fills, rather 

than empties, bottleneck queues when the number of elephants 

becomes large, leading to a high loss rate and queuing de- lay. 

What is more intriguing is that increasing the buffer size does 

not reduce loss rate significantly, but only increases queuing 

delay. This delay and loss behavior is exactly opposite the 

mice-elephant control strategy we aim for: to maximally utilize 

the network in a way that leaves network queues small so that 

delay-sensitive mice can fly through the network with little 

queuing delay. 

According to the duality model, loss probability under Reno is 

the Lagrange multiplier, and hence its equilibrium value is 

determined solely by the network topology and the number of 

sources, independent of link algorithms and buffer size. 

Increasing the buffer size but leaving everything else 

unchanged does not change the equilibrium loss probability, 

and hence a larger backlog must be maintained to generate the 

same loss probability. This means that with DropTail, the 

buffer at a bottleneck link is always close to full, regardless of 

buffer size. With RED, since loss probability is increasing in 
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average queue length, the queue length must increase steadily 

as the number of sources grows. 

Conclusions 

This work has focused on describing various congestion 

control mechanisms used in Internet using TCP/IP and a study 

of fairness, delay and loss which affects in transmission. All 

the variants used in the paper are good in some aspects and 

avoids some problems. As the Internet become more popular it 

has to improve its performance to meet the requirements. 

Algorithms and techniques has to be more efficient and fair to 

meet the needs. Delay and loss rate has to be minimum and 

fairness and quality has to be at its highest for meeting the 

needs. 
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