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ABSTRACT 

The data mining can be defined as discovery of relationships 

in large databases automatically and in some cases it is used 

for predicting relationships based on the results discovered. 

Data mining plays a vital role in various applications such as 

business organizations, e-commerce, health care industry, 

scientific and engineering. In the health care industry, the data 

mining is mainly used for predicting the diseases from the 

datasets. Various data mining techniques are available for 

predicting diseases namely Classification, Clustering, 

Association rules and Regressions. This paper analyzes the 

classification tree techniques in data mining. The aim of this 

paper is to investigate the experimental results of the 

performance of different classification techniques for a heart 

disease dataset. The classification tree algorithms used and 

tested in this work are Decision Stump, Random Forest, and 

LMT Tree algorithm. Comparative analysis is done by using 

Waikato Environment for Knowledge Analysis or in short, 

WEKA. It is open source software which consists of a 

collection of machine learning algorithms for data mining 

tasks. 
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1. INTRODUCTION 
Data mining is an extraction of useful knowledge from large 

data repositories. Compared with other data mining 

application areas, medical data mining plays an important role 

and it has some unique characteristics. In medical domain, the 

medical data mining has the high potential for extracting the 

hidden patterns in the datasets [1]. These patterns are used for 

clinical diagnosis. The medical data are widely distributed, 

voluminous and heterogeneous in nature. The data is collected 

and then integrated to provide a user oriented approach to 

novel and hidden patterns of the data. A major problem in 

bioinformatics analysis or medical science is in attaining the 

correct diagnosis of certain important information. For the 

ultimate diagnosis, normally, many tests generally involve the 

clustering or classification of large scale data.  

The test procedures are said to be necessary in order to reach 

the ultimate diagnosis. However, on the other hand, too many 

tests could complicate the main diagnosis process and lead to 

the difficulty in obtaining the end results, particularly in the 

case where many tests are performed. This kind of difficulty 

could be resolved with the aid of machine learning which 

could be used directly to obtain the end result with the aid of 

several artificial intelligent algorithms which perform the role 

as classifiers. Classification is one of the most important 

techniques in data mining. If a categorization process is to be 

done, the data is to be classified, and/or codified, and then it 

can be placed into chunks that are manageable by a human 

[2].  

Consider an example, rather than dealing with 3.5 million 

merchants at a credit card company, if we could classify them 

into 100 or 150 different classifications that were virtually 

dead on for each merchant, a few employees could manage 

the relationships rather than needing a sales and service force 

to deal with each customer individually. Likewise, at a 

university, if an alumni group treats its donors according to 

the classifications, part-time students might be the 

representatives with minor donors and full-time professionals 

might receive incoming calls from the donors in which the 

names appear on buildings on campus. 

This paper describes classification tree algorithms and it also 

analyzes the performance of these algorithms. The 

performance factors used for analysis are accuracy and error 

measures. The accuracy measures are TP rate, F Measure, 

ROC area and Kappa Statistics. The error measures are Mean 

Absolute Error, Root Mean Squared Error, Relative Absolute 

Error and Relative Root Squared Error. 

The rest of this paper is organized as follows. Section 2 

describes the review of literature. Section 3 discusses the 

classification tree algorithms used for predicting the heart 

disease. Experimental results are analyzed in Section 4 and 

Conclusions and References are given in Section 5 and 6. 

2. LITERATURE REVIEW  
In [11], the heart disease dataset is analyzed by neural 

network approach which includes variable length rate with 

back propagation algorithm and the momentum. The author 

concluded that the efficiency is increased in classification 

process by applying parallel approach which is included in the 

training phase.  

In [8] the heart attack is predicted by applying association rule 

mining technique. The proposed algorithm CBARBSN is 

based on clustering and sequence numbers of the transactional 

database. As a result CBARBSN performed well than the 

existing ARNBSN algorithm. Based on the execution time the 

performance is compared.  In [7], the cardiovascular heart 

disease is predicted by the classification techniques namely 

RIPPER, decision tree, artificial neural networks and support 

vector machine. As a result the author concluded that the 

support vector machine performs better when compared to 

other algorithm because it attains highest accuracy and least 

error rate. 
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In [9], the decision making process of coronary artery disease 

is effectively diagnosed by rotation forest algorithm. It uses 

the Levenberg-Marquardt back propagation algorithm of 

ANN to ensemble the base classifiers. As a result, without 

random forest algorithm the highest accuracy is obtained in 

Levenberg-Marquardt.  

In [6] the classification data mining techniques is used for 

analyzing the performance. The algorithms used are naïve 

bayes, WAC and Apriori. As a result the performance is 

evaluated by using classification matrix.  

In [10] based on the probability of decision support the heart 

disease is predicted. As a result the author concluded that 

decision tree performs well and sometimes the accuracy is 

similar in Bayesian classification.  

 

3. HEART DISEASE PREDICTION  
Heart disease plays an important role in data mining because 

in worldwide most of the death occur in heart diseases. 

Medical diagnosis plays vital role and yet complicated task 

that needs to be executed efficiently and accurately. To reduce 

cost for achieving clinical tests an appropriate computer based 

information and decision support should be aided. 

Comparative studies of various techniques are available for a 

good efficient and accurate implementation of automated 

systems. [4] 

The World Health Organization (WHO) analyzed that twelve 

million deaths occurs worldwide due to Heart diseases. Many 

of the deaths occurs in United States and other developed 

countries based on cardio vascular diseases. Heart disease was 

the major causes of different countries include India. In every 

34 seconds the heart disease kills one person. There are 

different categories in Heart disease but it mainly focuses on 

three types namely Cardiovascular Disease, Cardiomyopathy 

and Coronary heart disease. 

3.1Data Source 

To compare these data mining classification techniques 

Cleveland cardiovascular disease dataset from UCI repository 

was used [6]. The dataset has 13 attributes and 303 records. 

The attributes are Age - Age in years, Sex Male=1,Female=0, 

cp - Chest pain type, Blood pressure - Resting Blood pressure 

upon hospital admission Cholesterol - Serum Cholesterol in 

mg Fasting blood sugar - Fasting blood sugar>120 mg/dl 

true=1 and false=0 Resting ECG - Resting 

electrocardiographic results Thalach - Maximum Heart Rate, 

Induced Angina - Does the patient experiment angina as a 

result of exercise Old peak ST depression induced by exercise 

relative to rest Slope - Slope of the peak exercise ST segment 

CA - Number of major vessels colored by fluoroscopy Thal - 

Normal ,fixed defect, reversible defect[6] 

3.2 Classification Tree Algorithms  

3.2.1Decision Stump 
The decision stump was coined by Wayne Iba and Pat 

Langley in 1992. A decision stump is a supervised learning 

model and it consists of decision tree in one level. That is the 

decision tree with root node (internal) and it is connected to 

its leaf node (external), based on the value of single input 

feature the decision stump makes a prediction. Decision 

stump is also referred as 1-ruler [12]. Several variations are 

possible based on the type of the input feature. The decision 

stump may be build with possible feature value as leaf node 

for nominal features, or two leaves with a stump, one for 

chosen corresponding category and other category for all 

other leaf. These two schemes are identical for binary 

features. Some threshold feature value is selected for 

continuous features, and the decision stump contain two 

leaves, one for values below the threshold and other for value 

above the threshold. Three or more leaves of the stump may 

be chosen by multiple thresholds. The bagging and boosting 

techniques used as components of the decision stumps. 

 

3.2.2 LMT 
LMT or Logistic Model Trees consist of a decision tree 

structure with logistic regression function at the leaves [13]. 

As in decision tree, the tested attributes is associated with 

every inner node. The attributes with k values, the node has k 

child nodes for nominal attributes and depending on the value 

of the attribute the instances are sorted down. For the 

attributes of numeric, the node has two child nodes and 

comparing the attributes of tested value to a threshold (the 

instances are sorted down based on threshold [14]. LMT uses 

pruning of cost complexity. Compared to other algorithm, it is 

slower to compute. 

 

3.2.3 Random Forest 
Random forest is an ensemble classifier that consists of many 

decision trees. The output of the classes is represented by 

individual trees. The random forest inducing algorithm is 

developed by Leo Breiman and Adele Cutler and it is their 

trademark. It is derived from random decision a forest that 

was proposed by Tin Kam Ho of Bell Labs in 1995 [15]. This 

method combines with random selection of features to 

construct a decision trees with controlled variations. The tree 

is constructed using algorithm discussed below. 

i) Let N be the number of training classes and M be 

the number of variables in classifier. 

ii) The input variable m is used to determine the node 

of the tree. Note that m<M 

iii) Choosing n times of training sets with the 

replacement of all available training cases N. 

by predicting the classes, estimate the error of 

the tree. 

iv) Choose m variable randomly for each node of the 

tree and calculate the best split. 

v) At last the tree is fully grown and it is not pruned. 

The tree is pushed down for predicting a new sample. When 

the terminal node is ends up the label is assigned the training 

sample [16]. This procedure is iterated over all trees ad it is 

reported as random forest prediction. 

 

4. EXPERIMENTAL RESULTS 

4.1 Accuracy Measure 
The following table shows the accuracy measure of 

classification techniques. They are the True Positive rate, F-

measure, Receiver Operating Characteristics (ROC) Area and 

Kappa Statistics. The TP Rate is the ratio of play cases 

predicted correctly cases to the total of positive cases. . It is a 

probability corrected measure of agreement between the 

classifications and the true classes. It is calculated by taking 

the agreement expected by chance away from the observed 

agreement and dividing by the maximum possible agreement. 

F Measure is a way of combining recall and precision 

scoresbinto a single measure of performance. Recall is the 

ratio of relevant documents found in the search result to the 

total of all relevant documents [18]. Precision is the 
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proportion of relevant documents in the results returned. ROC 

Area is a traditional to plot this same information in a 

normalized form with 1-false negative rate plotted against the 

false positive rate. 

 

Table 1 

Algorithm TP 

Rate 

F Measure ROC 

Area 

Kappa 

Statistic 

Decision 

Stump 

72.27 64.5 90.8 55.45 

LMT 70.6 68.3 92.4 53.63 

Random 

Forest 

69.3 68.3 90.6 51.56 

 

Table 1.1 

 

From the graph, we analyzed that, TP rate accuracy of 

decision stump performs better when compared to other 

algorithms. When compared to F Measure accuracy both 

LMT and Random forest have produced better results than 

decision stump. The ROC Area of the point lies on Random 

Forest, but it attains the highest accuracy in LMT algorithm. 

At last the accuracy measure of Kappa statistics performs 

better in decision stump algorithm compared to LMT and 

Random Forest.  In order to find the accuracy of classification 

tree techniques decision stump outperforms well when 

compared to LMT and random forest algorithm.  

 

4.2Error Rate 
The table 2 shows the Error rate of classification techniques. 

They are the Mean Absolute Error (M.A.E), Root Mean 

Square Error (R.M.S.E), Relative Absolute Error (R.A.E) and 

Root Relative Squared Error (R.R.S.R) [19]. The mean 

absolute error (MAE) is defined as the quantity used to 

measure how close predictions or forecasts are to the eventual 

outcomes. The root mean square error (RMSE) is defined as 

frequently used measure of the differences between values 

predicted by a model or an estimator and the values actually 

observed. It is a good measure of accuracy, to compare the 

forecasting errors within a dataset as it is scale-dependent. 

Relative error is a measure of the uncertainty of measurement 

compared to the size of the measurement. 

 

The root relative squared error is defined as a 

relative to what it would have been if a simple predictor had 

been used. More specifically, this predictor is just the average 

of the actual values. Thus, the relative squared error 

manipulates by taking the total squared error and normalizes it 

by dividing by the total squared error of the simple predictor. 

One reduces the error to the same dimensions as the quantity 

by taking the square root of the relative squared error is being 

predicted. From the analysis of all error rates we concluded 

that Decision Stump algorithm requires least error rate when 

compared to other algorithm. 

Table: 2 

Algorithm M.A.E R.M.S.E R.A.E R.R.S.R 

Decision 

Stump 

12.86 25.37 49.83 70.76 

LMT 13.36 25.86 51.74 71.95 

Random 

Forest 

13.99 27.39 54.17 76.39 

 

Table: 2.1 

 

From the graph,  in all error measure we analyze that decision 

stump performs well because it contains least error rate when 

compared to LMT and Random Forest techniques. 

5. CONCLUSION 

There are different data mining techniques that can be used 

for the identification and prevention of heart disease among 

patients. In this paper, three classification tree techniques in 

data mining are compared for predicting heart disease. They 

are tree based Decision Stump techniques, LMT and Random 

forest Techniques. By analyzing the experimental results, it is 

observed that the decision stump classification tree technique 

turned out to be best classifier for heart disease prediction 

because it contains more accuracy and least error rate. In 

future we tend to improve performance efficiency by applying 

other data mining techniques.  
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