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ABSTRACT

Many risks due to human factors are latent in a software
development project. If suitable management can be performed to
these risks and a software development process can be improved
continuously, we will lead the project to improve in the productivity
and quality of software product. In this paper, we analyze the process
data collected from actual software development projects, and clarify
the process factors which affect the quality of software product, by
using multivariate analysis. Further, we also discuss a method of
quantitative project evaluation based on a software reliability growth
model, which helps us to give useful quantitative measures for
determining project completion.
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1. INTRODUCTION

In recent years, our society is called a highly informative society or
information network society, and computer systems are playing the
important role in all fields. Thus, if the dependence on computer
systems increases, large-scaling, complication, and diversification of
the software will be advancing increasingly. Furthermore, the
tendency of high quality software development and quick-delivery by
the advancement of user requirements is also becoming strong. In
order to develop a software product which satisfies a customer's
quality requirement within a development period, it is important to
carry out the management of an effective software development
project. Moreover, if the product quality is high, backtracking work
will decrease and lead to shorter delivery time and cost reduction.
Therefore, Quality-Oriented Software Management[1],[2] eventually
makes the productivity of software projects improve.

Generally, a software product is produced according to the
development process consisting of serial processes of requirement
specification, design, coding, and testing. Many risks which affect
product quality are latent in a software development project.
Therefore, suitable management is performed to these risks and it is
thought that improving the software development process
continuously leads to improved product quality.

In this paper, we analyze the process measurement data obtained
from actual software development projects with multivariate analysis,
and clarify the process factors which affects the product quality (see
Fig. 1). Furthermore, based on a software reliability growth model,
we discuss a method of quantitative project evaluation, which helps
us to give useful quantitative measures for determining project
completion.

2. ANALYSIS OF THE PROCESS FACTORS
AFFECTING PRODUCT QUALITY

2.1 DATA USED FOR ANALYSIS

Using the actual process data obtained from 27 software
development project (as shown in Table 1), the process factors which
affect software product quality are analyzed. In addition, the number

of faults detected in the system testing, Yq, is used as a objective
variable for the product quality.

2.2 CORRELATION ANALYSIS
Using the process data as shown in Table 1, we perform a correlation
analysis to clarify the relations among variables. From the correlation
analysis, we can consider the correlations as follows:

. Yq has strong correlationto X', and X, .

+ X, hasstrongcorrelationto X ,, X, .,and X .

+ X, hasstrong correlationto X’ X, and

X

. deac has strong correlation to der.

bdr’

cdoc*

. Xcdoc has strong correlation to Xcdr.

14



International Journal of Computer Applications (0975 — 8887)

International Conference on Reliability, Infocom Technologies and Optimization, January 2013

[ e 1L 1 4 b 61 0t (4] 08 i 0 1 o8Y 008FE 190°0 009°0 1z
3 081 926 0 0 L 0z 14 [ 15 0z 0 1 €31 009°¢% 190°0 0000 9
01 €13 1381 0 0 ¥ 68¢ 1 i 8¢ ¥e 0 1 P88 09z €260 000°0 4
[ 8% 8 0 b ol 8L 0 4 19 0z 0 1 o89 000°L¢ 0001 00ge ¥
0 PIve e 0 0 3 4 0 0 0¢ 0z 0 1 132 0090z 1980 000°0 @
8 tlel 16L [ 0 9 Ly [ 0& 8z ¥ 0 1 162 000°¢ 0920 000°0 44
9 Usg I 0 4 0 4 0 0 £8 [ 0 0 6OFE 0F¥ 2L 000% 9
1a £919 Ta8 0 4 e o 0 0 8 44 0 0 1809 00E'29 001'o ¥
3 0L6F TI86I g 48 672 £00ot £92 9GET 89 91 L 0 FalEl oorL 00%80T £
191 0621 0 0 C8C 13 862 0 0 ¥L gz 0 0 13181 000°0 001°¢9 4
o1 18671 99E12 08¢ 01 ¥ 661 02 L 0L ¥e 0 0 SPEET 086°¢L 00188 1
by Y PY by LY | 4pPX | 0pY | 4px | sopgx | ffox | diay aax [ 1Mx | ux X X 15X
{Auenb 1onpoad) | sureyr SII funsey oneys | sujqord | sws[qoad sus|qoxd (%) (steax) | (0°7)(A)wesds peppaquig (1H) (deysy) (dasy) {dasy)
SJ[Iej patstep | -189) Jo -1891 Jo pe1atap swafqoid | pajoatep | pagetep saed Pe19a%ep safed o1yel aueuedxs | (1gjumisis ssudmyuny | fep-uem | juswdopassp | ymewdopasp | juewdopasp | oy
Jo Jaquiny] Jquiny] Taquiny Jo Jaquiny] Jo Iaquiny] | Jo daqumy] | juswmoo(] | jo Jequiny | Juawmoo( | Swomosing | 1apes] (0‘p)megsds peppaquiy | pauue]d asnay UOTJONIYSU00Y may waloig
urysa) majsig $umsa) peteidaqn] Supoy) usisap A/ SI8ap WAsAg rd 1y Aep wely azig

s100lo1d JuswdooAap aremjos [enjoe ul elep ssadold 1| dqeL

15



International Journal of Computer Applications (0975 — 8887)

International Conference on Reliability, Infocom Technologies and Optimization, January 2013

; ; R
Spemﬁcatlon I Quality related problems
Review <------ @ E in the development
Project Management
Design - @
@ Review <----- @ i Shabt Software faults
Process measurement data Codin - - - - - ;
(QCD metrics) g :
Code review «€------ @
Test SRR

Multivariate analysis

Software product

Fig. 1: Quality of software products is realized in the development process

2.3 MULTIPLE REGRESSION ANALYSIS

In consideration of a possibility that there is multicollinearity, based
on the possible regression and the correlation analyses, X, X,

Xbul' XbuZ’ der ! Xcdr ! Xcr , and Xct are selected as
important factors for predicting the number of faults detected in the
system testing, Yq.

A multiple regression analysis is applied to the process data of the 27
projects as shown in Table 1. Then, using X, X, X

X X Xcdr, X”, and XC[, we obtain the estimated

multiple regression equation for predicting the number of faults, fq,

bu?’ bdr’

given by Eqg. (1) as well as the normalized multiple regression
expression for Eq. (1), )A’qN, given by Eq. (2):

Y, =-0525%X,, +0.003xX, - 9.606 XX, - 9.689 XX, ,

+0.261%X,, - 0.642 %X, +0.594xX +0.013%X,, +7.227,
1)

- 0.047 xX,

bu2

Y, =-0503xX,, +0.199 xX, - 0.070xX, ,

+0.241xX,, - 0.476 XX, +0.491xX,, +1.068xX_,. )

In order to check the goodness-of-fit adequacy of our model, the

coefficient of multiple determination (Rz) is calculated as 0.986.
Furthermore, the squared multiple correlation coefficient, called the

contribution ratio, adjusted for degrees of freedom (adjusted RIZ) is
given by 0.980, and Eq. (2) is shown to be significant at 1% level.
The result of multiple regression analysis is summarized in Tables
2 and 3.

Table 2: Analysis of variance

Source of variation | DF S5q MSq F-value
Due to regression 8 110668.499 | 13833.562 | 162.510%"
Error 18 1532.241 85.125
Total 26 112200.741

Table 3: Estimated parameters

Factor Coefficient SE t-value | Standard coefficient
Intercept 7.227 4.003 | 1.805

Xio -0.525 0.086 | -6.109 -0.503
Xy 0.003 0.001 2.101 0.199
Xout -9.606 4.975 | -1.931 -0.070
Xpua 29.680 | 8.746 | -1.108 -0.047
Xbar 0.261 0.062 | 4.178 0.241
Xedr -0.642 0.112 | -5.752 -0.476
Xer 0.594 0.080 | T7.467 0.491
Xt 0.013 0.001 | 14.982 1.069

From Table 2, it is found that the accuracy of these multiple
regression equations is high. Then, we can predict the number of
faults by using Eq. (2). From Eq. (2), the order of the degree

affecting the objective variable Yq is

Xct >Xx2 >Xcr >Xcdr >der >Xh >Xhu1 >X

bu2’

3. INTENSIVE PROCESS FACTORS
3.1 PRINCIPAL COMPONENT ANALYSIS

In order to clarify the relationships among variables and classify the
process characteristics, principal component analysis is carried out. It
is found that the precision of analysis is high from Table 4. And the
factor loading values are obtained as shown in Table 5. From Table 5,
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let us newly define the first and second principal components as
follows:
o The first principal component is defined as the measure for
the quality related factors.

o The second principal component is defined as the measure for
the review related factors.

The principal component scores are obtained as shown in Table 6.

From Table 6, since project No.1 and No.3 have the large value in
the first principal component, the product quality is considered to be
bad. Moreover, although a reconstruction development size is small

as for Project No.2, since a planned man-day ( X p ) is large and the

number of problems detected in source code review ( X or ) 1 also
large, the product quality is considered to be bad.

Table 4: Characteristic values

Table 6: Principal component scores

No. Componentl | Component?2
1 1.7254 -2.3580
2 1.3358 -3.3348
3 4.0723 2.1771
4 -0.1941 -0.3685
b -0.4002 -0.1606
6 -0.3701 -0.2291
7 -0.1293 -0.4411
8 -0.2628 -0.3345
9 -0.0544 -0.4812
10 0.0359 -0.4470
11 0.0775 0.7138
12 -0.0550 0.3022
13 -0.4775 0.0597
14 -0.6367 0.0625
15 -0.4033 0.0270
16 -0.0212 0.2524
17 -0.3190 -0.0297
18 0.3579 1.1845
19 -0.4739 0.3747
20 -0.6983 0.3386
21 0.5239 0.8540
22 -0.6207 0.2845
23 -0.6587 0.3299
24 -0.6321 0.3112
25 -0.5835 0.2643
26 -0.6196 0.3136
27 -0.6182 0.3344

Component | Eigenvalue | Contribution ratio | cumulative contribution ratio |
1 4.22 0.469 0.469
2 2.06 0.229 0.698

Table 5: Factor loading values
Componentl | Component2
Xso 0.828 0.506
Xh 0.780 -0.589
AYbu] -0.351 0.273
Xpuo 0.541 0.489
Xoar 0.734 0.466
Xear 0.908 0.174
Xor 0.383 -0.641
Xet 0.831 -0.007
Yy 0.560 -0.696
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Fig. 2: Scatter plot of the factor loading values

Fig. 2 is a scatter plot of the factor loading values in Table 5.
From Fig. 2, we can consider the correlation as follows:

» A planned man-day (X ,) has positive correlation to the
number of faults detected in system testing.

e The number of problems detected in source code review
(Xcr) has positive correlation to the number of faults

detected in system testing.

3.2 APPLICATION OF STRUCTURAL
EQUATION MODELING

In order to clarify the causal relationships among the process factors
which have affected product quality, the path-diagram is created and
the analysis by structural equation modeling is conducted.

Fig.3 shows the result of analyzing the created path-diagram by
structural equation modeling. The provided chi-square test and fix
index are shown in Tables 7 and 8, respectively. From Tables 7 and 8,
p-value is 0.990, and GFI 0.979 (AGFI is 0.904). Then, it can be

said that the goodness of fit to the data of structural equation
modeling is high. Therefore, we confirm that the process factors that

affect the product quality, (X ,, X,. X, .+ X, X
X, X, X,) areimportant in managing the product quality.
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Table 9: Goodness-of-fit test by Hosmer-Lemeshow

Chi-square statistic | 1.511
Flexibility 3

p-value 0.680

Grouping by the predictive probability ~0.55 | ~ 093 |~ 083 |~097 |~ 099
The number of the applicable samples 4 4 4 5 5

Observation level (Mean) 0.250 | 1.000 | 1.000 | 1.000 | 1.000
Fitted value (Mean) 0.148 0.881 0.931 0.954 0.981
Chi level 0.578 0.734 0.544 0.493 0.314

From Table 10, we obtain the estimated logistic regression equation
given by Eq. (3) for determining whether or not faults will be
detected in the system testing.

0.28

Table 10: Estimated parameters

Fig. 3: The path-diagram by structural equation modeling Factor Coefficient SE p-value (the upper side) Tolerance
Intercept -6.309 1.963 0.001
Xewp 0.405 0.094 0.000 0.901
Xgae 0.004 0.002 0.040 0.901
Table 7: Chi-square test
Test statistic | degree of freedom | p-value o P(X) -0405x¥ +0.004xX - 6.309 3
INDEPENDENCE MODEL CHI-SQUARE 297.560 36 z 1_ ( ) Y exp ' qac * 1 ( )
MODEL CHI-SQUARE 2.582 10 0.990 p x
MINIMIZED MODEL FUNCTION VALUE 0.099
p(x) : The probability of faults detection by using Xexp
and X » .
Table 8: Goodness-of-fit index g
Abbreviated name | Abbreviated name
BENTLER-BONETT NORMED FIT INDEX NFI 0.991
COMPARATIVE FIT INDEX CF1 L.ooo
LISREL AGFL FIT INDEX AGI 0.904 From Table 11, the distinction hit ratio is 100%. Therefore, the
LISREL GFI FIT INDEX GFI 0.979 H H H H H
ROOT MEAN-SQUARE RESIDUAL RMR 0.033 derived reg”?ss'on equatlo_n in Eq. (3) ?an J_Udge whether or not the
STANDARDIZED RMR SRMR 0.033 software project has a quality process with high accuracy.
ROOT MEAN-SQUARE ERROR OF APPROXIMATION RMSEA 0.000

4. DISCRIMINANT ANALYSISBY LOGISTIC

Table 11: Judgement table

Predicted z = 0 | Predicted = = 1 | Number of projects
REGRESSION EQUATION Observed 7 is 0 3 0 3
. . P served z is 9 ¢
Using the process data as shown in Table 1, we apply the logistic Observed = s 1 0 o 1o
Number of projects 3 19 22

regression analysis and derive a regression equation to determine
whether faults will be detected in the system testing or not. The
derived regression equation is useful for judging whether or not the
final product quality is good, i.e., the project is successful. The
objective variable for logistic regression analysis, z, is defined as
follows:

o 7z=1: The faults in the system testing will be detected.
o 7=0: The faults in the system testing will not be detected.

Then, from Table 9, the goodness-of-fit of the derived logistic
regression equation is well.

5. QUANTITATIVE PROJECT EVALUATION

We discuss quantitative project assessment based on the process data
as shown in Table 1. A project progress growth curve is assumed to
be the relationship between the number of process progress phases
and the cumulative number of problems detected during the process
progress. Then, we apply Moranda geometric Poisson model[3],[4],
which is a software reliability growth model(SRGM), to the process

dataon X, ., X X . and anc as shown in Table 1.

cdr cr
We discuss project progress modeling based on the Moranda
geometric Poisson model because an analytic treatment of it is
relatively easy. Then, we choose the number of process progress

phases as the alternative unit of testing-time by assuming that the
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observed data for testing-time are discrete in an SRGM as shown in
Fig.4.

Fixedtime To=0 T T - T T
| | | |
e ! L Tesing
The number of detcted problems N N Nien
The expected number of detected problems 1 | . P
(X : Detection of a problem )

Fig. 4: Moranda geometric Poisson model

In order to describe a problem-detection phenomenon during

(i=12,---), let N,

progress phase | |

denote a random

variable representing the number of problems detected during i"
project progress interval (T, ;,T,1(T, =0;1=12,---). Then,
the problem-detection phenomenon can be described as follows:
kl 1 .
Pr{N, = }—{ Y sexp[- /K711 @
(/ >00<k<l,n 012,--),
where Pr{A} means the probability of event A, and

A = the average number of problems detected in the first

interval(0, T, ],

K =the decrease ratio of the number of problems detected by
review activities.

From Eq.(4), setting T, =i(i =1,2
quantitative project evaluation measures, that is,

, ) , we obtain the following
the expected
cumulative number of problems detected up to n”‘ process
progress phase, E(n) , and the expected total number of problems
latent in the software project, E(oo) , are given as Egs.(5) and (6),
respectively:

¢ -k
En) =73 /k* = — 7 (5)
=a )

E() = im B =

(6)

Project evaluation measures play an important role in quantitative
evaluation of the process progress. The expected number of

remaining problems, F(N), represents the number of problems

latent in the software project at the end of n”‘
phase, and is formulated as

process progress

r(n)© E(¥)- E(n), Y

and the instantaneous MTBP which means the mean time between
problem-detections is formulated as

MTBP(n) = ; 1 8)

kn-l '

We present numerical examples by using the Moranda geometric
Poisson model for Project No.3. Fig.5 shows the estimated

cumulative number of detected problems, E(N), and the actual

measured values during process progress interval( 0, N] where the

A =327.87

k =0.425 by using a method of maximum-likelinood. Fig.6
shows the estimated expected number of remaining problems,

r(n) From Fig.6, it is found that there are 19 problems remaining

estimated parameters are given as and

at the end of static testing phase (n=4).

600

500

400

300

200

Cumulative Number of Detected Problems

100|477 Actual . —+—
Y/ ; Fitted ——-—

(1]

0 1 2 3 4
Number of Process Progress

Fig. 5: The estimated cumulative number of detected problems,

E(n)

500

Number of Remaining Problems

Actual —— | FeallT

__Fited ----es |

0 1 2 3 4
Number of Process Progress

Fig. 6: The estimated expected number of remaining problems,
r(n)
Further, the estimated instantaneous MTBP is obtained as shown in
Fig.7. From Fig.7, it is found that the process progress is going well
because the MTBP is growing.

0.25

0.15

0.1

Instantancous MTBP

0.05

Instantaneous MTBP —— |

0 1 2 3 4 5

Number of Process Progress

Fig. 7: The estimated instantaneous MTBP, MTBP(n)
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6. CONCLUDING REMARKS

In this paper, we have quantitatively analysed the significant factors
in the software development project by applying multivariate
analysis to actual process data. As a result of multiple regression
analyses, the factors which affect the product quality have been
derived. Further, we have found that it is important to detect the
problems in the early stage in the software development and to carry
out risk management to reduce project risks due to human factors.

As a result of principal analysis, it is turned out that the project with
a large reconstruction development size and a large planned man-day
has a possibility that the number of problems may increase and the
quality may decrease.  Furthermore, the project where the
reconstruction development size is small, and the planned man-day is
large, and the number of problems detected in source code review
large, is considered to increase the number of faults detected in the
system testing.

And as a result of structural equation modeling, the flow of the
process of a software development project can be modeled and it is
found that the management of the upper process is important in terms
of product quality. Furthermore, it is also found that a planned
man-day is another factor which affects product quality.

Based on a result of logistic regression analysis, we have derived the
regression equation that was effective for distinction of the product
quality. We have also estimated the number of problems in the
process progress, i.e., assessd project quality, by using the SRGM.

From the analysis results above, in order to lead a software
development project to success, it is important to carry out
Quality-Oriented Software Management [5],[6],[7]-

In the future, we need to derive a highly accurate quality prediction
model, and find the factors which influence management measures of
product quality in order to lead a software project to become more
successful.
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