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ABSTRACT 
Many risks due to human factors are latent in a software 

development project. If suitable management can be performed to 

these risks and a software development process can be improved 

continuously, we will lead the project to improve in the productivity 

and quality of software product. In this paper, we analyze the process 

data collected from actual software development projects, and clarify 

the process factors which affect the quality of software product, by 

using multivariate analysis. Further, we also discuss a method of 

quantitative project evaluation based on a software reliability growth 

model, which helps us to give useful quantitative measures for 

determining project completion. 
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1. INTRODUCTION 

In recent years, our society is called a highly informative society or 

information network society, and computer systems are playing the 

important role in all fields. Thus, if the dependence on computer 

systems increases, large-scaling, complication, and diversification of 

the software will be advancing increasingly. Furthermore, the 

tendency of high quality software development and quick-delivery by 

the advancement of user requirements is also becoming strong. In 

order to develop a software product which satisfies a customer's 

quality requirement within a development period, it is important to 

carry out the management of an effective software development 

project. Moreover, if the product quality is high, backtracking work 

will decrease and lead to shorter delivery time and cost reduction. 

Therefore, Quality-Oriented Software Management[1],[2] eventually 

makes the productivity of software projects improve. 

Generally, a software product is produced according to the 

development process consisting of serial processes of requirement 

specification, design, coding, and testing. Many risks which affect 

product quality are latent in a software development project. 

Therefore, suitable management is performed to these risks and it is 

thought that improving the software development process 

continuously leads to improved product quality. 

In this paper, we analyze the process measurement data obtained 

from actual software development projects with multivariate analysis, 

and clarify the process factors which affects the product quality (see 

Fig. 1). Furthermore, based on a software reliability growth model, 

we discuss a method of quantitative project evaluation, which helps 

us to give useful quantitative measures for determining project 

completion. 

2. ANALYSIS OF THE PROCESS FACTORS 

AFFECTING PRODUCT QUALITY 

2.1 DATA USED FOR ANALYSIS 

Using the actual process data obtained from 27 software 

development project (as shown in Table 1), the process factors which 

affect software product quality are analyzed. In addition, the number 

of faults detected in the system testing, 
qY , is used as a objective 

variable for the product quality. 

 

2.2 CORRELATION ANALYSIS 

Using the process data as shown in Table 1, we perform a correlation 

analysis to clarify the relations among variables. From the correlation 

analysis, we can consider the correlations as follows: 

 

 
qY  has strong correlation to 

1sX  and 
hX . 

 
1sX  has strong correlation to 

hX , 
cdrX , and 

ctX . 

 
2sX  has strong correlation to 

bdrX , 
cdrX , and 

cdocX . 

 
bdocX  has strong correlation to 

bdrX . 

 
cdocX  has strong correlation to 

cdrX . 
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2.3  MULTIPLE REGRESSION ANALYSIS 

In consideration of a possibility that there is multicollinearity, based 

on the possible regression and the correlation analyses, 
2sX , 

hX , 

1buX , 
2buX , 

bdrX , 
cdrX , 

crX , and 
ctX  are selected as 

important factors for predicting the number of faults detected in the 

system testing, 
qY . 

A multiple regression analysis is applied to the process data of the 27 

projects as shown in Table 1. Then, using 
2sX , 

hX , 
1buX , 

2buX , 
bdrX , 

cdrX , 
crX , and 

ctX , we obtain the estimated 

multiple regression equation for predicting the number of faults, 
qŶ , 

given by Eq. (1) as well as the normalized multiple regression 

expression for Eq. (1), 
N

qŶ , given by Eq. (2): 

 

 

212 689.9606.9003.0525.0ˆ
bubuhsq XXXXY ×-×-×+×-=                     

,227.7013.0594.0642.0261.0 +×+×+×-×+ ctcrcdrbdr XXXX                                                     

(1) 

 

212 047.0070.0199.0503.0ˆ
bubuhsq XXXXY ×-×-×+×-=                     

.068.1491.0476.0241.0 ctcrcdrbdr XXXX ×+×+×-×+        (2) 

 

 
 

In order to check the goodness-of-fit adequacy of our model, the 

coefficient of multiple determination (
2R ) is calculated as 0.986. 

Furthermore, the squared multiple correlation coefficient, called the 

contribution ratio, adjusted for degrees of freedom (adjusted 
2'R ) is 

given by 0.980, and Eq. (2) is shown to be significant at 1% level. 

The result of multiple  regression analysis is summarized in Tables 

2 and 3. 
 

 

 
 

 

Table 2: Analysis of variance 

 

 
 

Table 3: Estimated parameters 

 

From Table 2, it is found that the accuracy of these multiple 

regression equations is high. Then, we can predict the number of 

faults by using Eq. (2). From Eq. (2), the order of the degree 

affecting the objective variable 
qY  is 

212 bubuhbdrcdrcrsct XXXXXXXX >>>>>>> . 

 

3. INTENSIVE PROCESS FACTORS 

3.1 PRINCIPAL COMPONENT ANALYSIS 

In order to clarify the relationships among variables and classify the 

process characteristics, principal component analysis is carried out. It 

is found that the precision of analysis is high from Table 4. And the 

factor loading values are obtained as shown in Table 5. From Table 5, 

Fig. 1: Quality of software products is realized in the development process 
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let us newly define the first and second principal components as 

follows: 

 The first principal component is defined as the measure for 

the quality related factors. 

 

 The second principal component is defined as the measure for 

the review related factors. 

 

 
Table 4: Characteristic values 

 

 

 

Table 5: Factor loading values 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2: Scatter plot of the factor loading values 

 

 

Fig. 2 is a scatter plot of the factor loading values in Table 5.  

From Fig. 2, we can consider the correlation as follows: 

 

 A planned man-day (
hX ) has positive correlation to the 

number of faults detected in system testing. 

 

 The number of problems detected in source code review 

(
crX ) has positive correlation to the number of faults 

detected in system testing. 

The principal component scores are obtained as shown in Table 6.  

From Table 6, since project No.1 and No.3 have the large value in 

the first principal component, the product quality is considered to be 

bad. Moreover, although a reconstruction development size is small 

as for Project No.2, since a planned man-day ( hX ) is large and the 

number of problems detected in source code review ( crX ) is also 

large, the product quality is considered to be bad. 

 

 
Table 6: Principal component scores 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 APPLICATION OF STRUCTURAL 

EQUATION MODELING 

In order to clarify the causal relationships among the process factors 

which have affected product quality, the path-diagram is created and 

the analysis by structural equation modeling is conducted. 

 

Fig.3 shows the result of analyzing the created path-diagram by 

structural equation modeling. The provided chi-square test and fix 

index are shown in Tables 7 and 8, respectively. From Tables 7 and 8, 

p -value is 0.990, and GFI 0.979 (AGFI is 0.904). Then, it can be 

said that the goodness of fit to the data of structural equation 

modeling is high. Therefore, we confirm that the process factors that 

affect the product quality, (
2sX , 

hX , 
1buX , 

2buX , 
bdrX , 

cdrX , 
crX , 

ctX ), are important in managing the product quality. 
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Fig. 3: The path-diagram by structural equation modeling 

 

 

 
Table 7: Chi-square test 

 

 
Table 8: Goodness-of-fit index 

 

4. DISCRIMINANT ANALYSIS BY LOGISTIC 

REGRESSION EQUATION 

Using the process data as shown in Table 1, we apply the logistic 

regression analysis and derive a regression equation to determine 

whether faults will be detected in the system testing or not. The 

derived regression equation is useful for judging whether or not the 

final product quality is good, i.e., the project is successful. The 

objective variable for logistic regression analysis, z, is defined as 

follows: 

 

 

 

 z=1: The faults in the system testing will be detected. 

 z=0: The faults in the system testing will not be detected. 

 

 

 

Then, from Table 9, the goodness-of-fit of the derived logistic 

regression equation is well.  

 

 
Table 9: Goodness-of-fit test by Hosmer-Lemeshow 

 

 

 

 

 
From Table 10, we obtain the estimated logistic regression equation 

given by Eq. (3) for determining whether or not faults will be 

detected in the system testing. 
 

 

Table 10: Estimated parameters 

 
 

 

 

 
From Table 11, the distinction hit ratio is 100%. Therefore, the 

derived regression equation in Eq. (3) can judge whether or not the 

software project has a quality process with high accuracy. 

 
Table 11: Judgement table 

5. QUANTITATIVE PROJECT EVALUATION 

We discuss quantitative project assessment based on the process data 

as shown in Table 1. A project progress growth curve is assumed to 

be the relationship between the number of process progress phases 

and the cumulative number of problems detected during the process 

progress. Then, we apply Moranda geometric Poisson model[3],[4], 

which is a software reliability growth model(SRGM), to the process 

data on bdrX , cdrX , crX  and qacX  as shown in Table 1. 

 

We discuss project progress modeling based on the Moranda 

geometric Poisson model because an analytic treatment of it is 

relatively easy. Then, we choose the number of process progress 

phases as the alternative unit of testing-time by assuming that the 

,309.6004.0405.0
)(1

)(
ln 　-×+×=

-
º qacexp XX

xp

xp
z

: The probability of faults detection by using       

and          . 
)(xp expX

qacX

(3) 
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observed data for testing-time are discrete in an SRGM as shown in 

Fig.4. 

Fig. 4: Moranda geometric Poisson model 
 

In order to describe a problem-detection phenomenon during 

progress phase i  ( ,2,1i ), let iN  denote a random 

variable representing the number of problems detected during 
thi  

project progress interval ( ii TT ,1 ]( 00 T ; ,2,1i ). Then, 

the problem-detection phenomenon can be described as follows: 

 

 

 

 

 

where }Pr{A  means the probability of event A, and 

 

 the average number of problems detected in the first 

interval( 1,0 T ], 

 

k the decrease ratio of the number of problems detected by 

review activities. 

 

From Eq.(4), setting ),2,1(  iiTi , we obtain the following 

quantitative project evaluation measures, that is, the expected 

cumulative number of problems detected up to 
thn  process 

progress phase, )(nE , and the expected total number of problems 

latent in the software project, )(E , are given as Eqs.(5) and (6), 

respectively: 

 

(5) 

 

 

                          (6) 

 

Project evaluation measures play an important role in quantitative 

evaluation of the process progress. The expected number of 

remaining problems, )(nr , represents the number of problems 

latent in the software project at the end of 
thn  process progress 

phase, and is formulated as 

 

(7) 

 

and the instantaneous MTBP which means the mean time between 

problem-detections is formulated as 

 

(8) 

 

 

 

 

We present numerical examples by using the Moranda geometric 

Poisson model for Project No.3. Fig.5 shows the estimated 

cumulative number of detected problems, )(nE , and the actual 

measured values during process progress interval( n,0 ] where the 

estimated parameters are given as 87.327ˆ   and 

425.0ˆ k  by using a method of maximum-likelihood. Fig.6 

shows the estimated expected number of remaining problems, 

)(nr . From Fig.6, it is found that there are 19 problems remaining 

at the end of static testing phase ( 4n ). 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5: The estimated cumulative number of detected problems, 

)(nE  

 

 

 

 

 

 

 

 

 

 

 
Fig. 6: The estimated expected number of remaining problems, 

)(nr  

 

Further, the estimated instantaneous MTBP is obtained as shown in 

Fig.7. From Fig.7, it is found that the process progress is going well 

because the MTBP is growing. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7: The estimated instantaneous MTBP, )(nMTBP  
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6. CONCLUDING REMARKS 

In this paper, we have quantitatively analysed the significant factors 

in the software development project by applying multivariate 

analysis to actual process data. As a result of multiple regression 

analyses, the factors which affect the product quality have been 

derived. Further, we have found that it is important to detect the 

problems in the early stage in the software development and to carry 

out risk management to reduce project risks due to human factors. 

 

As a result of principal analysis, it is turned out that the project with 

a large reconstruction development size and a large planned man-day 

has a possibility that the number of problems may increase and the 

quality may decrease.  Furthermore, the project where the 

reconstruction development size is small, and the planned man-day is 

large, and the number of problems detected in source code review 

large, is considered to increase the number of faults detected in the 

system testing.  

 

And as a result of structural equation modeling, the flow of the 

process of a software development project can be modeled and it is 

found that the management of the upper process is important in terms 

of product quality. Furthermore, it is also found that a planned 

man-day is another factor which affects product quality.  

 

Based on a result of logistic regression analysis, we have derived the 

regression equation that was effective for distinction of the product 

quality.  We have also estimated the number of problems in the 

process progress, i.e., assessd project quality, by using the SRGM.  

 

From the analysis results above, in order to lead a software 

development project to success, it is important to carry out 

Quality-Oriented Software Management [5],[6],[7]. 

 

In the future, we need to derive a highly accurate quality prediction 

model, and find the factors which influence management measures of 

product quality in order to lead a software project to become more 

successful. 
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