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ABSTRACT 
A novel scheme for anisotropic diffusion driven by the image 

autocorrelation function is implemented. The diffusion tensor 

field is estimate by autocorrelation and computation from a 

scalar product of diffusion tensor and the image Hessian 

functions obtains an evolution equation. For a minimized 

spatial support for a hessian a set of filters are proposed. The 

filtering method performs favorable in many cases in 

particularly at low noise levels. A real time performance is 

easily achieved in a GPU implementation. 
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1. INTRODUCTION 
The efficient structure-preserving image denoising and 

enhancement is a relevant problem in many applications. The 

anisotropic extension of nonlinear diffusion using the 

structure tensor  often leads to accuracy and particular close to 

lines and edges. Auto-correlation driven diffusion a novel 

variant of tensor-driven diffusion filtering proposes that 1) the 

system only requires a scalar product of diffusion tensor and 

Hessian in the evolution equation. 2) An equivalent to a 

particular instance of adaptive filtering and it is easy to 

implement in a fast numerical scheme. 

Structure-preserving, denoising and enhancement are practical 

problems to be solved  in many applications, e.g., image and 

video coding, digital cameras, and medical imaging. Most of 

these applications require a real-time approach, which limits 

the range of available methods. The numerical 

implementation of anisotropic diffusion is less trivial. Peak 

signal to noise ratios is check the accuracy of the filtering 

values. 

Optimal results usually require estimates of image priors and 

have been analyzed and compared with the another filtering 

ratio values. Visual information fidelity(VIF) and structural 

similarity index(SSIM) used for the experimental evaluation 

methods. Further the tensor calculus, tensor representations, 

anisotrophic extensions and iterated adaptive filtering method 

are valuate for calculate tensor field and auto-correlation 

function of  time discrete function and stability of functions 

are going to implemtent.      

2. NOVEL VARIANT OF TENSOR-DRIVEN 

DIFFUSION FILTERING 
 2.1 Tensor Calculus 

The tensors are coordinate-system independent algebraic 

entities. The vector and the scalar products are denoted to 

represents the values. 

The scalar product between two column vectors and is usually 

denoted by the matrix product of the transpose a and b 

  
 𝑨 𝑩  = trace (ABT) =   𝒊   𝒋 aijbij 

Tensors will be often built by outer products of vectors .Since 

second-order tensors form a vector space, a scalar product 

(Frobenius product) is defined, which reads for two tensors. In 

most cases, we will consider symmetric tensors as the spectral 

theorem and allows a decomposition into real eigen values of 

the given values, where is an orthogonal matrix formed by the 

eigenvectors and the diagonal matrix containing the 

corresponding eigen values.  
    A=𝑶 𝑶T= 𝑶 diag (λi) 𝑶

 T 

 

    𝑨n= (𝑶 𝑶T)n= 𝑶ᴧ  n𝑶T= 𝑶 𝒅𝒊𝒂𝒈(𝝀𝒊
𝒏)𝑶T 

 

O is an orthogonal matrix formed by the eigenvectors of A 

and   is the diagonal matrix containing the corresponding 

(real) eigenvalues 
 

2.2 Tensor Representation 
Tensor representations occur frequently and mostly for 

representing local orientation and the deviation from a simple 

signal model. The gradient-based structure tensor can be 

derived as the solution of a least-squares approach to fitting a 

simple signal model. Another alternative is to consider the 

structure tensor as an estimate of the Hessian of the 

autocorrelation function of the signal.  

           ∆T𝑨 = 𝒅𝒊𝒗 𝑨 ==    𝒊
𝝏𝒂𝒊

𝝏𝒙𝒋
  j 

A symmetric function that might expand it as where denotes 

the Hessian operator with the  

Introduction 

Cooperative communication is one of the fastest growing 

areas of research,and it is likely to be a key enabling 

technology for efficient spectrum use in future.  The key idea 

in cooperation is that of resource-sharing among multiple 

nodes in a network. The reason behind the exploration of 

user-cooperationis that willingness to share power and 

computation with neighboring nodescan lead to savings of 

overall network resources. Mesh networks provide 

anenormous application space for user-cooperation strategies 

to be implemented. In 3G wireless transmission the quality of 

multimedia signal suffers severe degradations due to effects 

like signal fading caused by multipath propagation. To reduce 

such effects, diversity is proposed that can be used to transfer 

the different samples of the same signal over essentially 

independent channels. 

power theorem the values are obtain by the expectation value. 

This expectation value is usually estimated by locally 

weighted averaging the outer product of the image gradient 

and that the gradient operators in  are normally regularized by 

some low-pass filter, that is using Gaussian derivatives. The 

local weight function is also mostly chosen as a Gaussian 

function for the structure tensor functions. 

          𝑱 𝒙 =  𝝎 𝒚 𝛁𝒃 𝒙 −  𝒚 𝛁 T𝒃 𝒙 −  𝒚 𝒅𝒚. 
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2.3. Anisotropic Extensions: 

The diffusion scheme is defined as an evolution equation of 

an image over time as where is the diffusion tensor, which is 

computed by modifying the eigen values of the structure 

tensor . Applying the product rule and the divergence term is 

split into two parts of the diffusion functions. 

If the structure tensor is computed by spatial averaging, the 

divergence of the diffusion tensor is nonzero in general and 

needs to be estimated. If the tensor is computed by averaging 

over the different dimensions of a vector-valued image and no 

spatial averaging is applied, the divergence term can be 

converted into a trace-based term. By modifying the evolution 

equation can be expressed by a single trace-based term and 

the divergence of the diffusion tensor is eliminated. 
𝝏𝒃

𝝏𝒕
= 𝒅𝒊𝒗 𝑫 𝑱  𝛁 𝒃  

This elimination is impossible if the structure tensor is 

computed by spatial averaging. When implementing 

anisotropic diffusion, an iterative algorithm that updates the 

input image successively has to be implemented. In each time-

step, the diffusion tensor and the image gradient have to be 

estimated. If the evolution is divergence-based, another 

numerical approximation of a derivative operator is required, 

which is applied to the product of diffusion tensor and 

gradient. 

𝑑𝑖𝑣 𝐷 𝐽  ∇ 𝑏 = 𝑑𝑖𝑣 𝐷 𝐽  ∇𝑏 + 𝑡𝑟𝑎𝑐𝑒 𝐷 𝐽  𝐻 𝑏  
Five sequential operations are required for the Diffusion 

tensors are :- Image gradients, point-wise products, local 

averaging, point-wise product, and gradient. 

By the trace-based approach only four sequential operations 

are required for the final gradient and it is replaced with a 

second image derivative which can be computed in parallel to 

the diffusion tensor. 

2.4. Iterated Adaptive Filtering 

Adaptive filtering is main idea is to compose a spatially 

variant filter kernel by linear combinations of shift-invariant 

kernels. The linear coefficients are locally estimated by an 

orientation-dependent scheme. A comprehensible formulation 

of the method can be found in Adopting the notation, the filter 

is composed as where is an orientation-selective high-pass 

filter with orientation is the dual tensor for the orientation 

tensor . The high-pass filter with orientation is defined in the 

Fourier domain by a polar separable filter with radial 

component and an angular component. The dual tensors can 

be computed via the isometric vector representation and 

proportional to the negative Hessian, since The tensor-

controlled adaptive filter scheme is often applied in an iterated 

way to achieve good denoising results and with a very small 

constant multiplier and selecting the low-pass filter 

appropriately as then it is possible to show that the iterated 

adaptive filtering implements a numerical scheme for 

autocorrelation-driven anisotropic diffusion. 

 

         𝑵 𝒌 kHH𝒑𝒊k = 𝒖𝒖T. 

 

𝑯LP= 𝟏 − 𝜸𝝆   𝑼   = 𝟏 − 𝜸 𝑼 2 

 

3. AUTO-CORRELATION FUNCTION 
The autocorrelation-driven anisotropic diffusion is defined by 

the evolution where is the diffusion tensor determined by the 

autocorrelation  function at the current spatial position and 

functions starts with defining autocorrelation-driven diffusion 

filtering in the continuous domain, where the autocorrelation 

function estimate is inserted after computing the divergence 

and resulting in a purely trace-based formulation. This 

continuous equation is then discretized in the temporal 

domain and the equivalence to iterated adaptive filtering is 

found. This Filtering is fully discretized, its stability is 

analyzed, and practical aspects are verified with the 

appropriate values 

. 

                      
𝝏𝒃

𝝏𝒕
= 𝒅𝒊𝒗 𝑩 𝑹  𝛁 𝒃  

 

3.1 Auto-Correlation  Filtering: 

Tensor-driven anisotropic diffusion use the structure tensor 

for controlling the diffusion process. Interpreting the structure 

tensor as an estimate of the autocorrelation function, one can 

go one step back and reformulate anisotropic diffusion with a 

diffusion tensor that depends on the autocorrelation function 

instead:. 

Definition 1: The autocorrelation-driven anisotropic diffusion 

is defined by the evolution where is the diffusion tensor 

determined by the auto-correlation  function at the current 

spatial position. This definition is particularly sensible from a 

statistical point of view and consider to  

ergodicity assumption which is essential for 

denoising by weighted spatial averaging. If the image signal is 

ergodic in a strict sense, all statistical moments are stationary 

and thus the autocorrelation is constant, resulting in 

unweighted averaging. If the image signal is structured, its 

statistical moments are not stationary. The autocorrelation 

function becomes highly peaked in all directions in this case. 

Averaging should only be performed orthogonal to the 

structure. The autocorrelation function is peaked along the 

structured direction and flat orthogonal to it.  

𝒅𝒊𝒗 𝑩 𝑹  𝛁 𝒃 =    𝑩 𝑹   𝑯   𝒃  
3.2 Time-Discrete Scheme For Autocorrelation-Driven 

Anisotropic Diffusion: 

In filtering method, the continuous differential equation  

needs to be discretized in the spatial and temporal domain and 

its start with discretizing the temporal domain, Using a 

standard explicit scheme for time discretization and the upper 

limit for depends on the spatial discretization. The Hessian 

can be written in terms of a set of dual tensors and 

corresponding filters  and plugging this into yields where we 

replaced . Sorting terms gives which is equivalent to an 

adaptive filtering according to with constant multiplier and the 

low-pass filter . This low-pass filter is the inverse Fourier 

transform. 

𝒅𝒊𝒗 𝑫 𝑱 ) ≠ 𝟎. 
 

3.3.Fully Discrete Scheme For Autocorrelation-Driven 

Anisotropic Diffusion: 

Three filter sets have to be designed for the full discrete in the 

spatial system. They are Hessian, derivatives  , and  the 

averaging kernel has chosen to be a Gaussian function. The 

exact value for the variance is not crucial, as the experimental 

results do not differ for small variations. The derivatives used 

in the structure tensor and the second derivatives used to 

compute the Hessian are computed with filter masks of 

minimum size. This is motivated by an observation made in 

Reducing linear regularization that is using smaller filter 

masks, for the benefit of increased regularization of the 

structure tensor improves the overall result. In order to obtain 

small filter masks with good isotropy for that to apply a 

similar optimization strategy but with a different objective 

function. The optimal filter set in terms of and is obtained by 

minimizing the weighted angular error between two 

normalized tensors in the Fourier domain where is the 2-D 

frequency, are the Fourier transforms. The weighting function 

is determined by the weight in  and the statistics of natural 
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images .It will minimize the resulting parameters and are 

given in good approximation in Sobel filter. 

𝒃𝒕+𝟏 = 𝒃𝒕+𝜸 𝑰𝒅 − 𝑪 𝑱  | −  𝑵 𝒌   k𝒉𝑯𝒑𝒊 k
 𝒃𝒕  

3.4  Stability Of The Discrete Scheme 

The fully discrete scheme is rewritten in the form  and the 

function is tested for six criteria and continuity in its 

argument, symmetry, unit row sums, nonnegative off-

diagonals, irreducibility, and positive diagonal. Then derive a 

parametrized effective convolution kernel, which can then be 

converted into the corresponding matrix operator. Then need 

to specify the diffusivity function and it is known from the 

literature that the diffusivity determines the relation between 

nonlinear diffusion and robust estimation. The width of the 

influence function in robust estimation Is more important than 

the exact shape.  

Let denote the eigenvalues of and the angle of the Eigenvector 

corresponding to discrete scheme . and the Positive diagonal 

entries  are Obtained .If the off-diagonals are not nonnegative 

and notice to the upper left element in equals . Even though 

the nonnegativity is violated, This does not imply instability 

of the discrete scheme.we can compute the -intervals where 

the coefficients in become negative and these intervals are 

such that the angular distance to the gradient orientation is 

maximized, and it have a maximum level of integration in 

these sectors and due to the vanishing sums property, the 

resulting effective operator is nonnegative. For instance, if we 

integrate along the columns and obtain the weighted 1-D 

Laplacian operator .  

3.5 Practical Details 

The experienced as the most critical parameter of the 

algorithm in order to obtain comparative results is the width 

of the diffusivity function . Too large values of lead to blurred 

results that is structure is considered as noise, and too small 

values lead to noisy results, since noise is considered as 

structure. 

The parameter that gives the statistically best discrimination 

of structure and noise can be derived from a null-hypothesis 

test and the resulting choice for is  where is the estimated 

noise variance according to the method described in with a 

minor modification.  

The parameter of anisotropic diffusion is the stopping time 

and  implement to the  iterations are stopped as soon as the 

image update is below a certain threshold. The threshold for 

the stopping criterion is empirically set to by looking at curves 

of maximum PSNR in logarithmic scale. However, this is 

only partly satisfying as the rate of change might depend on 

the image structure and not on the difference to a noise-free 

instance of the image. 

the  

 

Fig. 1. The pepper image points the filtering residue of the 

noise levels and the detecting edge level is maximized. 

 

3.6 Quality Of Measures 

The image been tested with PSNR,SSIM,VIF values and table 

be calculated. The graphical representations of the given 

plotted values shows the performance of the proposed system. 

 

 
 

Fig 1 Test image of Lena from the Database it shows the 

PSNR, VIF, SIM results for the autocorrelation method . 

The values are to be iterated 
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PSNR SCORES: 

Table 1 shows that Numerical Results  of  PSNR 

scores for the iterated  σ values . 

 
VIF SCORES: 

Table 5.2 shows that Numerical Results of  VIF 

scores for the iterated σ values . 

 

SSIM SCORES: 
Table 5.3 shows that Numerical Results of SIM 

scores for the iterated  σ values. 

 
 

 
 

Fig 2 Shows PSNR values of the test image and 

iterations of the σ values. 

 

 
 

Fig 3 Shows VIF values of the test image and 

iterations of the σ values. 

 

 
 

Fig 4 Shows SSIM values of the test image and 

iterations of the σ values. 
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The graphical representations of the  PSNR , VIF , SSIM 

values plotted and the noise level ratios of the each iterated 

values are differed in the shown figures. The noise level 

reduced by the sequence iterated σ values and values been 

increased.  

The low noise levels for the finger prints and edge detection 

be highly performed by the driven diffusion functions .The 

proposed method works better than the fields of expert except 

for the three highest noise levels, the house image, and the 

medium to high level noise in the pepper image. 

4. CONCLUSION 
The  autocorrelation  is to define tensor-driven diffusion based 

on the autocorrelation function. This  scheme is equivalent to 

a special case of adaptive filtering. Then  an optimized filter 

setup for the computation and compare the method with GSM, 

BM3D, and EEDF using three quality measures, PSNR, VIF, 

and SSIM. The result of the comparison is ambivalent in the 

way that the ranking of methods depends on the choice of the 

quality measure, the noise level, and the kind of image. GSM 

and BM3D for low-noise cases and images with many line 

structures. Compared with EEDF, the autocorrelation driven 

filtering is clearly superior, except for the VIF scores. 

Graphically of the diffusion results  contain fewer artifacts 

than the GSM results. This  scheme is easy to implement and 

fast to execute. So that our autocorrelation driven diffusion 

filtering is a good choice in many practical denoising tasks. 

5. FURURE WORKS 
The auto-correlation functions are implement for real time 

frames of video system. The frames are extracted from motion 

pictures and the iterated filtering functions applied to detect 

the noise levels and edge detection can be performed. 
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