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ABSTRACT 

Traditional association rule mining generates a large number of 

rules. This leads to a difficulty in finding the interested and 

significant rules. An efficient interactive post-processing task 

which includes ontology and rule schema is used to obtain user 

interesting rules. Correlation analysis finds significant 

association rules by analyzing the dependency between the 

antecedent and consequent parts of the rule. In this paper, 

correlation analysis is integrated with the interactive post-

processing to obtain significant user interesting rules. A 

redundancy removal follows this framework to weed out the 

extra rules and also to reduce the ruleset further. The proposed 

methodology provides a significant set of non-redundant user 

interesting rules leading to an efficient analysis. 

Keywords 

Postprocessing, User Knowledge, Ontology, Rule schema, 

Correlation, Redundant rules.  

1. INTRODUCTION 

Association rule mining finds frequent patterns, associations, 

correlations, or causal structures among sets of items or objects 

in transaction databases, relational databases, and other 

information repositories. Using association rule learning, a 

decision maker can determine what products are frequently 

bought together and use this information for marketing 

purposes. This is referred to as market basket analysis. In this, 

rules indicate customer buying patterns.  

An association rule is defined as the implication X  Y, 

described by two interestingness measures: support and 

confidence, where X and Y are the sets of items and X ∩ Y = 

Φ. Apriori is the first algorithm in the association rule mining 

field. Starting from a database, it proposes to extract all 

association rules satisfying minimum thresholds of support and 

confidence. It is very well known that mining algorithms can 

discover a prohibitive amount of association rules; for instance, 

thousands of rules are extracted from a database of several 

dozens of attributes and several hundreds of transactions. To 

obtain user interesting rules, post-processing methods are used. 

Effective use of post-processing methods yield exact user 

interesting rules. However, most of the existing post-processing 

methods are generally based on statistical information in the 

database. Since rule interestingness strongly depends on user 

knowledge and goals, these methods do not guarantee that 

interesting rules will be extracted. A pattern is interesting, if it 

is easily understood by humans, valid or potentially useful. 

So the rule post-processing methods should be imperatively 

based on a strong interactivity with the user integrating user 

interestingness. The representation of user knowledge is an 

important issue. The more the knowledge represented in a 

flexible, expressive, and accurate formalism, the more the rule 

selection is efficient. Ontology is considered as the most 

appropriate representation to express the complexity of the user 

knowledge. To represent user expectations in terms of 

discovered rules, three levels of specification: General 

impressions, Reasonably Precise Concepts—representing user 

vague feelings, and finally, his/her Precise Knowledge can be 

used. But all the interesting rules are not significant. So it is 

essential to help the decision maker to find the truly interesting 

rules. Correlation analysis is useful in finding the significant 

rules. It analyses the dependencies between items present in the 

rule, whether the relations occur by chance or true dependencies 

exist between them. Significant user interesting rules becomes 

more effective if there is no redundancy in the ruleset, since 

redundant rules do not provide any useful information. If all the 

rules in the ruleset are positively correlated, then redundancies 

can easily be eliminated.  

 In this paper, the interactive post-mining framework is 

followed by correlation analysis which in turn is followed by 

redundancy removal. The proposed methodology provides 

significant user interesting rules without redundancy leading to 

a reduced ruleset. 

2.  RELATED WORK 

In Data Mining, the usefulness of association rules is strongly 

limited by the huge amount of delivered rules, insignificance 

and the presence of redundant rules. To overcome this 

drawback, several methods were proposed in the literature. 

Interestingness measures were proposed in order to discover 

only those association rules that are interesting according to 

these measures. They have been divided into objective and 

subjective measures. Objective measures depend only on data 

structure. Many survey papers summarize and compare the 

objective measure definitions and properties [1],[2].            

Unfortunately, being restricted to data evaluation, the objective 

measures are not sufficient to reduce the number of extracted 

rules and to capture the interesting ones. Several approaches 

integrating user knowledge have been proposed. In addition, 

subjective measures were proposed to integrate explicitly the 

decision-maker knowledge and to offer a better selection of 

interesting association rules. Silberschatz and Tuzilin [3] 

proposed a classification of subjective measures in 

unexpectedness—a pattern is interesting if it is surprising to the 

user—and actionability—a pattern is interesting if it can help 

the user take some actions.                                                                                                                                                          

Klemettinen et al. [4] proposed templates to describe the form 

of interesting rules (inclusive templates) and not interesting 

rules (restrictive templates). The idea of using templates f or 

association rule extraction was reused in [5]. Other approaches 
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proposed to use a rule-like formalism to express user 

expectations [3], [6], [7], and the discovered association rules 

are pruned/summarized by comparing them to user 

expectations.  

 Another related approach was proposed by An et al. in [8] 

where the authors introduced domain knowledge in order to 

prune and summarize discovered rules. The first algorithm uses 

data taxonomy, defined by user, in order to describe the 

semantic distance between rules, and in order to group the rules. 

The second algorithm allows grouping the discovered rules that 

share at least one item in the antecedent and the consequent. 

 Ontologies, introduced in data mining for the first time in early 

2000, can be used in several ways [9]: Domain and Background 

Knowledge Ontologies, Ontologies for Data Mining Process, or 

Metadata Ontologies. Background Knowledge Ontologies 

organize domain knowledge and play important roles at several 

levels of the knowledge discovery process. Ontologies for Data 

Mining Process codify mining process description and choose 

the most appropriate task according to the given problem; while 

Metadata Ontologies describe the construction process of items. 

The first idea of using Domain Ontologies was introduced by 

Srikant and Agrawal with the concept of Generalized 

Association Rules (GAR) [10]. The authors proposed 

taxonomies of mined data (an is-a hierarchy) in order to 

generalize/specify rules. 

To identify truly interesting rules, statistical correlation is used 

in [22] as the basis for finding rules that represent the 

fundamental relations of the domain. The technique here, 

prunes the discovered associations to remove the insignificant 

associations which are not useful. 

[20] Proposed a rule pruning technique using minimum 

improvement, which is the difference between the confidence of 

a rule and the confidence of any proper subrule with the same 

consequent. Those rules that do not meet this minimum 

improvement in confidence are pruned. Toivonen et al. 

proposed in [11] a novel technique for redundancy reduction 

based on rule covers. The notion of rule cover is defined as the 

subset of a rule set describing the same database transaction set 

as the rule set.   Aggarwal et al. [12] classify the redundant rule 

in two groups, such as: simple redundant and strict redundant. . 

They proposed that a rule bears simple redundancy in the 

presence of other rules if and only if those rules are generated 

from same frequent itemset and the support values for the those 

rules are the same but the confidence value for one of them is 

higher than the others. The authors considered rules as strict 

redundancies that are generated from two different frequent 

itemsets but one is the subset of another. In this paper, the 

proposed methodology yields significant rules from correlation 

analysis. So redundancy can be directly eliminated from the 

significant user interesting rules, by verifying each rule with the 

set of rules. 

3. USER INTERACTIVE POSTMINING 

 Post-mining of huge number of association rules generated by a 

traditional mining algorithm is done using ontologies and rule 

schemas. Using item taxonomies has many advantages: the 

representation of user expectations is more general, but the 

taxonomy of items might not be enough. The user might want to 

use concepts that are more expressive and accurate than 

generalized concepts and that result from relationships other 

than the ―is-a relation‖. This is why it is considered that the use 

of ontologies would be more appropriate. The steps of user 

interactive postmining are discussed below. 

3.1 Construction of ontology 

Since early 2000s, in the Semantic Web context, the number of 

available ontologies has been increasing covering a wide 

domain of applications. This could be a great advantage in an 

ontology-based user knowledge representation. This paper 

contributes on several levels at reducing the number of 

association rules. One of our most important contributions relies 

on using ontologies as user background knowledge 

representation. Thus, we extend the specification languages like 

General Impressions (GI), Reasonably Precise Concepts (RPC), 

and Precise Knowledge (PK)—by the use of ontology concepts. 

Domain ontology is used in this paper. This is used to 

strengthen the integration of user knowledge in the post 

processing task. This involves defining three types of concepts. 

They are: 

 1) Leaf concepts 
 A leaf concept is defined such that, each leaf concept is 

associated to one item in the database.   

2) Generalized concepts 
 Generalized concepts are defined such that the concepts 

subsume other concepts in the ontology. A generalized concept 

is connected to the database through its subsumed concepts.  

 3) Restriction concepts 

Restriction concepts are described using logical expressions 

defined over items and depend on the user individually. 

Considering a supermarket database consisting of the items 

namely cookies, candy, olive oil, Ricebran oil etc, ontology can 

be constructed by the user as follows: 

Leaf concepts: {cookies, candy, Ricebran oil, coconut oil….}    

Generalized concepts: {Snacks, Oil, Food items…} 

Restriction concepts: {Healthy, Fatty…} 

Two data properties are also integrated in order to define 

whether a product is healthy or fatty. For example, the 

restriction concept ―Healthy‖ is described using description 

logics language by: 

Healthy ≡ Fooditems ∩  isHealthy.TRUE, this defines all 

food items that have the Boolean property isHealthy on TRUE. 

For our example, isHealthy is instantiated as follows: 

isHealthy: {(cookies, TRUE), (Ricebran oil, TRUE)} Now, we 

are able to connect the ontology and the database, for example, 

the concept cookies is connected to the same item  f(cookies) = 

cookies. On the contrary, the generalized concept Snacks is 

connected through its two subsumed concepts:    

 f (Snacks) ={cookies, candy}Similarly, we can describe the 

connection for other concepts. More interesting, the restriction 

concept ―Healthy‖ will be connected through those concepts 

satisfying the restrictions in the definition of the concept. Thus, 

Healthy is connected through the concepts cookies and 

Ricebran oil:f (Healthy) = {cookies, Ricebran oil} 

 

       Figure: 1 Visualisation of ontology 
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3.2 Defining Rule schemas 

To improve association rule selection, we propose a new rule 

filtering model, called Rule Schemas (RS). A rule schema 

describes, in a rule-like formalism, the user expectations in 

terms of interesting/obvious rules. As a result, Rule Schemas 

act as a rule grouping, defining rule families. 

A Rule Schema expresses the fact that the user expects certain 

elements to be associated in the extracted association rules. It 

brings the expressiveness of ontologies in the post processing 

task of association rules combining not only item constraints, 

but also ontology concept constraints. This can be expressed as 

RS (<X1; . . .;Xn () Y1; . . . ; Ym>) For example: if  the  user 

is  interested  in  buying  pattern of  Snacks and Oil, the rule 

schema can be defined by  RS (Snacks  Oil)which involves 

the concepts of ontology. Based on   the ontology database 

mapping, rules conforming to the rule schema are filtered as the 

user interesting rules. 

4.  CORRELATION ANALYSIS 

The resulting interesting rules consist of insignificant or rules 

occurring by chance. Their existence may simply be due to 

chance rather than true correlation. In business analysis, a 

decision maker should find the items that can lift the sales of 

other items using the rules that are positively correlated. So, the 

decision maker is helped with a correlation analysis to find the 

important rules in his/her interesting ruleset. The true 

dependencies of items in the rule can be found by a correlation 

measure. The correlation measure used in this paper is ―lift‖. 

Lift is calculated for each of the rules in the interesting ruleset. 

Lift measures how much more frequently the left-hand item of 

the rule is found with the right-hand than without the right-hand 

item. 

Lift or correlation is given by 

)().(

)(
)(

BSupportASupport

BASupport
BAlift




 

Correlation (A, B) >1means that A and B are positively 

correlated i.e. the occurrence of one implies the occurrence of 

the other and correlation (A, B) < 1means that the occurrence of 

A is negatively correlated with (or discourages) the occurrence 

of B and correlation (A, B) =1means that A and B are 

independent. Rules that are positively correlated are filtered as 

significant user interesting rules. Considering a super market 

database, a decision maker can find the items that can really lift 

the sales of other items using significant rules.  

5.  REDUNDANCY REMOVAL 

Even if the rules obtained after the interactive post-processing 

and correlation analysis is user interesting and significant, there 

remains extra or redundant rules. So there is a need to remove 

redundancy to reduce the positively correlated interesting 

ruleset further. A rule r in R is said to be redundant if and only 

if a rule or a set of rules S where SR possess same intrinsic 

meaning of r. For example, consider a rule set R has three rules 

such as milk tea, sugar tea, and milk, sugartea. If we 

know the first two rules i.e. milktea and sugartea, then the 

third rule milk, sugartea becomes redundant, because it is a 

simple combination of the first two rules and as a result it does 

not covey any extra information especially when the first two 

rules are present and moreover, all the three rules are positively 

correlated. In many cases enormous redundant rules often fades 

away the intention of association rule mining.  

One can classify association rules in two different types based 

on the number of items in the consequence: rules having single 

items in the consequence and rules having multiple items in the 

consequence. Depending on the application requirements, 

association rule mining algorithms produce ruleset, which may 

contains rules of both types. However, it is worth to mention 

that redundant rules exist in both types. Since the interesting 

ruleset consists of only positively correlated rules after 

correlation analysis, it is easy to eliminate redundant rules of 

these two types using the two methods: removing redundant 

rules with fixed antecedent rules, and with fixed consequent 

rules. 

5.1. Finding Redundant Rules with Fixed 

Antecedent Rules 

 The algorithm for this finds those redundant rules that have 

multiple items in the consequence but have the same antecedent 

itemset in the antecedent, from the positively correlated ruleset. 

It first iterates through the whole rule set and finds those rule 

that have multiple itemset in the consequence. Once it comes 

across such a rule, checking is carried out to see whether n 

numbers of (n-1)-itemset of the consequence are in the rule set 

with the same antecedent. If it finds n number of rules in the 

rule set and since they are positively correlated, we delete that 

rule from the rule set otherwise that rule remains in the rule set. 

The pseudo code for this is given in Figure 2. 

 

 

 

 

 

 

         

          

 

Figure 2: Pseudo code for Finding Redundant Rules 

With Fixed Antecedent Rules. 

 

5.2. Finding Redundant Rules with Fixed 

Consequent Rules 

The algorithm for this finds those redundant rules that have 

multiple items in the antecedent but have the same antecedent 

itemset in the consequence, from the positively correlated 

ruleset. First, it finds the antecedents that have multiple itemset. 

Once it comes across such rule a check is made to see whether n 

numbers of (n-1) itemset of the antecedent are in the rule set 

with the same consequence. If it finds n   number of rules in the 

rule set and since they are positively correlated, we delete that 

rule from the rule set otherwise that rule remains in the rule set. 

The pseudo code for this is given in Figure 3. 

The proposed methods for redundancy are not based on any bias 

assumptions. In addition it verifies each rule with set of rules in 

order to find redundant rule. Hence it eliminates redundant rules 

without losing any important knowledge from the resultant rule 

set. 

 

For all rules rR 

  r = U {A, C} 

  n = Length(C) 

  if (n>1) 

    for all (n-1) – subsets e C 

         if( r i  = U{A,e}) 

          e.i ++ 

    end for 

     if (i ==n) 

        R=R-r 

  end if 

End for 
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         Figure 3: Pseudo code for Finding Redundant Rules 

        With Fixed Consequent Rules  

The integration of the three steps discussed above is shown in 

figure 4. 

        

Figure: 4 User interactive postmining of association rules 

and correlation based redundancy removal (UPACBR) 

framework 

6.  RESULTS 

The rule filtering framework discussed in this paper results in a 

reduced ruleset. This reduced ruleset consist of significant user 

interesting rules without any redundancy. A supermarket 

database of 4627 transactions which include 39 items is taken 

for experiment. The rules are generated using apriori algorithm 

with 60% of confidence threshold. The resulting ruleset consists 

of 2755 rules. 

Using the concepts of ontology in a rule schema, user 

interesting rules are filtered. By applying various levels of 

filters discussed above, an analyzable set of 399 association 

rules are obtained and is shown in Figure 5. 

Compared to taxonomies used in the specification language 

proposed in [6], ontologies offer a more complex knowledge 

representation model by extending the only is-a relation 

presented in taxonomy with the set R of relations. 
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Figure: 5 Rules obtained in successive levels of filtering 

 

The proposed methodology uses ontology to express the user 

interestingness more accurately. Accordingly, the rules are 

filtered accurately.  

The methodology in [21] ARIPSO framework, the user is not 

helped with correlation analysis to filter only the important 

rules in his/her’s interesting ruleset. The proposed methodology 

here (UPACBR), uses correlation analysis using lift to filter the 

significant rules. [21] Uses a redundancy removal technique 

using ―minimum improvement‖, which is the difference 

between the confidence of a rule and the confidence of any 

proper subrule with the same consequent. Since confidence 

cannot determine a rule’s true significancy, here correlation 

analysis is followed and redundancy can directly be removed 

from the positively correlated ruleset by finding rules with 

complete set of its subrules. 

Table1. Comparison of levels of filtering in existing and 

proposed methodologies 

 

 

User 

interesting 

rules 

 Significant 

rules 

Non redundant 

rules 

ARIPSO Interactive 

post-

processing 

- Using minimum 

improvement 

filter(confidence 

based) 

UPACBR Interactive 

post-

processing 

Correlation 

analysis 

Correlation 

based 

Since the proposed methodology uses correlation analysis and 

redundancy removal successively after the interactive post-

processing, a significant set of non redundant user interesting 

rules is obtained. 

6.  CONCLUSION 

In association rule mining, large number of rules consisting of 

insignificant and redundant rules does not make any sense. 

Methods that include user interestingness yield user interesting 

rules. But they do not help the decision maker to find the 

important or significant rules. This paper discusses a new 

           For all rules rR 

  r = U {A, C} 

  n = Length (A) 

  if (n>1) 

   for all (n-1) – subsets e A 

         if( r i  = U{C,e}) 

          e.i ++; 

    end for 

     if (i ==n) 

        R=R-r 

  end if 

             End for 
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approach which integrates user interactive post-processing with 

correlation analysis, followed by a correlation based 

redundancy removal. Thus the proposed methodology yields a 

reduced, non-redundant significant user interesting ruleset.  
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