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ABSTRACT 
In the past few decades, the significant developments in 

database and networking technologies contributed to advances 

in distributed database systems (DDS). The data allocation is a 

prominent issue in distributed database systems and is 

performed on data access static and dynamic patterns. This 

paper proposes a new strategy named Extended Threshold 

Algorithm (ETA) for non-redundant dynamic data allocation in 

distributed database. The proposed algorithm is an extension of 

Threshold and Time Constraint Algorithm (TTCA) which was 

based on Optimal and Threshold algorithms. ETA performs 

relocation of data fragments with respect to changing access 

patterns to data fragments. It also reduces the space 

requirement and significantly improves the system 

performance. 
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1. INTRODUCTION 
The advances in database and communication technologies 

enhanced the popularity of distributed databases, as it provides 

high availability, autonomy, and affordability for managing 

large databases [1]. A distributed database can be considered as 

a collection of data which are distributed over different sites of 

a computer network. Each site of the network is capable to 

perform local applications autonomously. Each site also must 

participate in the execution of at least one global application, 

by accessing data at several sites using a communication 

subsystem [2]. Distributed database systems are used in 

applications which require access to an integrated database 

from geographically dispersed locations. The location of data 

items and the degree of autonomy of individual sites play a 

prominent role in all aspects of the system.   

Data allocation describes the process of deciding where to 

locate the data. The task of allocating data in a distributed 

database system is a prominent activity, as it has a critical 

impact upon the reliability and performance of the system as a 

whole [4], [5]. The main motivation for developing a 

distributed database is to decrease the cost of communication 

by allocating data as close as possible to the applications which 

use them [1]. Thus in a well-designed distributed database only 

10 percent of the overall data should be accessed from remote 

sites, and the remaining 90 percent of the data should be stored 

at the local sites [1]. A data allocation which is poorly designed 

can result to high network loads, and high access cost [6]. 

Therefore selecting an efficient data allocation method is 

desirable.  

 

Fig 1: Distributed Database System [3]                                                                                                                

A variety of data allocation approaches in distributed databases 

have already evolved. In most of these approaches, data 

allocation has been proposed before the design of a database on 

the basis of some static query/data access patterns. In an 

environment, where the access probabilities of nodes to 

fragments never change static data allocation techniques 

provide the best solution. However, in a dynamic environment 

where access probabilities of nodes to fragments change over 

time, the dynamic data allocation techniques provide better 

solution. 

Further more, data allocation can be divided into two different 

categories: redundant and non-redundant [2],[6],[9]. On the 

basis of static, dynamic, redundant and non-redundant 

allocation we have four allocation strategies: 

1.1 Static and Non-redundant Allocation 

In this strategy, each fragment is allocated on a single site. The 

location of the fragments never changed, even if the access 

probability of nodes to fragments is changed. 

1.2 Static and Redundant Allocation 

In this strategy, same fragments may be allocated on multiple 

sites. The location of the fragments never changed, even if the 

access probability of nodes to fragments is changed. 

1.3 Dynamic and Non-redundant Allocation 

In this strategy, each fragment is allocated on a single site. The 

location of the fragments is changed, if the access probability 

of nodes to fragments is changed. 

1.4 Dynamic and Redundant Allocation 

In this strategy, same fragments may be allocated on multiple 

sites. The location of the fragments is changed, if the access 

probability of nodes to fragments is changed. 
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In this paper a new dynamic data allocation algorithm for   

non-redundant distributed database systems have been 

introduced which is an extension of [8]. The aim of this work is 

to design an efficient algorithm that can generate minimum 

total data transfer cost allocation schemes in changing load in 

non-redundant environment. 

The rest of the paper is organized as follows: In section 2 the 

overview of the related work done so far is described. Section 3 

provides the proposed new algorithm for non-redundant data 

allocation. In section 4 comparison of proposed new algorithm 

with algorithms proposed by [8], [30], [35] is performed.  

Section 5 concludes the contribution of the study. 

2. RELATED WORK 

Data allocation in a distributed database is one of the important 

and critical issues of the distributed database design. It directly 

affects the performance of the system. Several reports have 

been published on the problem of data allocation to the nodes. 

Firstly in [5] file allocation problem was investigated and a 

global optimization model was introduced to minimize overall 

operating costs under the constraints of storage capacity with 

fixed number of copies each file and response time.  In [10] the 

assumption of fixed number of copies is relaxed and stressed 

the difference between retrieval and updates. In [11] it is 

proved that [10]’s formulation was NP-Complete and 

suggested heuristic approaches be investigated rather than 

deterministic approaches.  In [12] a file allocation problem in 

distributed database environment is analysed for optimization 

of query processing.  

By introducing replicated file, [13] showed how minimization 

of communication cost attributed to joins can be performed. In 

[14] the problem of file allocation for complex distributed 

database applications is considered with a simple model of 

transaction execution. In [13], [15] it is observed that the 

fragment allocation problem differs from the well-studied file 
allocation problem. In [15] the allocation of the distributed 

database to the sites is considered to minimize total data 

transfer cost and devised a comprehensive approach to allocate 

fragments. In [16] issues like queuing costs and concurrency 

are considered, while [17] presents a max-flow approach. In 

[18] an integrated approach for data fragmentation and 

allocation is provided, and seven criteria that a system designer 

can use to determine the data fragmentation, replication and 

allocation are identified.  

The approach for allocating fragments by adapting a machine 

learning approach is provided by [19].  In [20] a concurrency 

mechanism is introduced and [21] presents a replication 

algorithm that adaptively adjusts to changes in read-write 

patterns. In [22] an approach based on Lagrangian relaxation is 

considered and [23] explained heuristic approaches. Besides 

allocating data, [24] and [25] presented a mathematical 

modelling approach and a genetic algorithm based approach to 

allocate operations to nodes. In [26] an integer programming 

formulation for the non-redundant version of the fragment 

allocation problem is described. Moreover [27] has given a 

high-performance computing method for data allocation in 

distributed database system. In [28] the problem of distributing 

fragments of virtual XML repositories over the web is 

described. The problem of distributing the documents of a web 

site among the server nodes of a geographically distributed 

web server is considered by [29]. 

Several works have been introduced for dynamic data 

allocation in database systems over past few years. A model for 

dynamic data allocation is introduced by [21]. An algorithm 

which reallocates data with respect to changing data access 

pattern is proposed by [30].  In [19] an approach based on 

machine learning is presented. In [31] incremental allocation 

and reallocation based on changes in workload is considered. 

In [32] a dynamic algorithm with centralized control for object 

allocation and replication is presented. In [33] security 

considerations into the dynamic file allocation process are 

considered. An optimal algorithm for non-replicated database 

systems is proposed by [34]. In [35] a threshold algorithm for 

non-replicated distributed databases is introduced. In the 

threshold algorithm, the fragments are continuously reallocated 

according to the changing data access patterns. In [8] an 

algorithm namely TTCA (an extension of work carried out by 

[30] and [35], [36]) is described, which reallocates non-

replicated data with respect to the changing data access 

patterns with time constraint in distributed database systems. In 

this paper, a new dynamic data allocation algorithm for non-

redundant distributed database system has been proposed 

which is an extension of work carried out by [8]. This new 

proposed algorithm dynamically reallocates data for non-

redundant allocation in distributed database systems. 

3. NEW PROPOSED DYNAMIC DATA 

ALLOCATION ALGORITHM 

In distributed database system the cost of executing queries is 

heavily depend on the data transfer cost which occurred in 

transferring fragments accessed by a query from different sites 

to the site where the query is initiated [2], [6]. The key 

objective of any data allocation algorithm in distributed 

environment is to place fragments at different sites in a way so 

that the total cost of data transfer during the execution of a 

query can be minimized.  

The Optimal Algorithm [30] begins with the distribution of 

fragments in non-replicated manner over the different sites 

using a static data allocation method. Thereafter for each locally 

stored fragment the algorithm maintains access counters matrix 

at each site. Whenever a node made an access request for the 

stored fragment then access counter of the accessing node for 

the stored fragment is incremented by one. No movement of 

fragment is required if the accessing node is the current owner. 

In a case if the counter of a remote node is greater than the 

counter of the current owner, then fragment has to move to the 

accessing node. The main drawback of this algorithm is that if 

the changing frequency of access pattern for each fragment is 

high, then it will spend more time for fragment transferring to 

different sites.  

Threshold Algorithm [35] overcomes the problem of optimal 

algorithm. In threshold algorithm initially the fragments are 

distributed in non-replicated manner over the different sites 

using a static data allocation method. In this algorithm only one 

counter per fragment is maintained and initial value of the 

counter is zero. The counter value is increased by one for each 

remote access to the fragment. It is reset to zero for a local 

access. In other words, the counter always shows the number of 

successive remote accesses. Whenever the counter exceeds a 

predetermined threshold value, the ownership of the fragment 

is transferred to another node. This algorithm delays the 

migration of the fragment from any node for at least (t+1) 

accesses, where t is the value of the threshold. Migration of 

fragments depends on the value of the threshold. If the 

threshold value decreases then migration of the fragment will 

be more. In case the threshold value increases then there will 

be less migration of the fragments. The main drawback of this 

algorithm is that whenever the counter exceeds the threshold 

value, the ownership of the fragment is transferred to another 
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node. But, it does not specify which node will be the 

fragment’s new owner. 

The Threshold and Time Constraint Algorithm (TTCA) [8] 

solved the problems of threshold algorithm. In TTCA initially 

all the fragments are distributed over different nodes using any 

static allocation method in non-replicated manner. After the 

initial allocation, TTCA maintains access counters matrix for 

each locally stored fragment at each node with initial value set 

to 0.  Every time an access request is made for the stored 

fragment then the access counter of the accessing node is 

incremented by one. If the counter of the remote node is greater 

than the threshold value “t” and all the last “t+1” accesses are 

made in a specified time “T” then reset the corresponding 

fragments counter to zero for all the node and transfer the 

fragment to the node who’s counter value was greater than 

threshold value. But TTCA has following problems with its 

approach: 

 If owner site counter is increasing as a consequence 

of several local accesses and its value becomes 

greater than the threshold value “t” and all other 

remote nodes counter values are less than the 

threshold value, then fragment is not migrated and 

corresponding fragment’s counter value is not reset 

to zero for all the nodes. If there is further several 

local accesses are made then its counter value is 

continuously increasing, this may result in scaling 

problem. For example, if one byte is chosen to store 

the counter values, then a value greater than 255 

cannot be stored in this data type. 

 If all the “t+1” accesses by the remote node is not 

made in a specified time “T”, then the fragment will 

not be migrated and corresponding fragment’s counter 

value is not reset to zero for all the nodes. If there is 

further several remote accesses are made then its 

counter value is continuously increasing, this may 

again result in scaling problem. 

 The time constraint of TTCA says that if all the “t+1” 

accesses by the remote node is not made in a specified 

time “T” (say 01 day / 01 week / 01 month…), then 

the fragment will not be migrated to the remote node 

who’s counter value is greater than the threshold 

value “t”. It shows that over same time span fragment 

is more required by the remote node as compared to 

local node. Even then fragment is not migrated to 

remote site, as a consequence more remote references 

has to be performed, that is against the main aim of 

dynamic data allocation.   

The new proposed algorithm named as Extended Threshold 

Algorithm (ETA) will remove all the above problems of 

threshold and time constrained algorithm. The ETA is illustrated 

as follow:  

Initially all the fragments are distributed over different nodes 

using any static allocation method in non-redundant manner. 

ETA maintains an m×n counter matrix M, where m denotes 

the total number of fragments and n denotes the total number 

of nodes or sites. Mij is the number of accesses to fragment i by 

node j. 

The matrix M is decomposed into rows and each row is stored 

together with its associated fragment in the same node. In this 

way, whenever the fragment migrates, its associated counters 

migrate as well. Fig. 2 shows fragment ‘i’ with its associated 

counters, M0 through Mn. 

 

Fragmenti M0  M1  M2  …  Mn 

 

Fig 2: Any fragment ‘i’ in extended threshold algorithm 

Step 1: For each fragment, initialize the counter values equal to 

zero (i.e. set Mij = 0, where i = 1,2,---,m and j = 1,2,---,n) 

Step 2: Process an access request for the stored fragment. 

Step 3: Increase the corresponding access counter of the 

accessing node by one for the stored fragment. 

Step 4: If the accessing node is the current owner, go to Step 2. 

(i.e. Local access, otherwise it is remote access). 

Step 5: If the counter of owner node is greater than the 

threshold value “t”, then reset the corresponding fragment’s 

counter to zero for all the node, and go to Step 2. 

Step 6: If the counter of remote node is greater than the 

threshold value “t”, then reset the corresponding fragment’s 

counter to zero for all the node and transfer the fragment to the 

node whose counter value was greater than the threshold value 

“t”. 

Step 7: Go to step 2. 

The ETA will further decrease the space requirement as time 

constraint is not stored. It well suits the main aim of dynamic 

data allocation in distributed database. 

4.  COMPARISON 

Comparison of proposed algorithm - ETA with algorithms 

Optimal, Threshold and TTCA has been made on the following 

four different parameters: 

• Storage Cost 

• Migration Condition 

• Network Overhead 

• Scaling Problem 

4.1 Storage Cost 

Optimal algorithm and ETA use extra storage cost for access 

counter matrix. Threshold algorithm required less storage cost 

as compared to ETA and Optimal algorithms, because it stores 

only one counter for each fragment. TTCA requires more 

storage as compare to optimal, ETA and threshold algorithms, 

as it stores not only access counter matrix but respective time 

of particular access also. 

4.2 Migration Condition 

Optimal algorithm migrate the fragment when the counter 

value of the remote node in the access matrix is greater than the 

counter value of the owning node. TTCA migrates the 

fragment when the counter of the remote node is greater than 

the threshold value “t” and all last “t+1” accesses are made in a 

specified time “T”. Threshold algorithm and ETA migrates the 

fragment when the counter value of the remote node is greater 

than the threshold value. 

4.3 Network Overhead 

Optimal algorithm increases the traffic on the network when 

changing frequency of access pattern for each fragment is high. 

Threshold algorithm, TTCA and ETA decrease the network 

overhead as compared to optimal algorithm by limiting the 

migration of fragments.  
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4.4 Scaling Problem 

Optimal and TTCA algorithms may suffer from scaling 

problem (data type range overflow for the counter). But 

Threshold algorithm and ETA are not suffered from scaling 

problem. 

 

5. CONCLUSION 
In the age of globalization, distributed databases are used by 

almost all the organizations across the globe. Deciding the 

technique by which organizational database is distributed in a 

distributed environment is an important issue, as it affects both 

cost and system performance.  

The allocation of data is traditionally static and determined off-

line, using estimates of access frequencies. The static data 

allocation techniques provide only limited response to 

changing workload. The proposed new dynamic data allocation 

algorithm- ETA for non-redundant distributed database 

systems theoretically shows an edge over Optimal, Threshold 

and TTCA and improves the overall performance of the system. 

In future, we can practically implement ETA for non-redundant 

distributed database and further enhanced it for redundant 

distributed databases.  
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