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ABSTRACT 

Any processor is said to be optimally performing if it has a 

higher throughput, low waiting time, low turn around time, and 

less number of context switches for the processes coming for 

execution. The scheduler is the component which is 

responsible for taking the decision on how and when to 

schedule the processes waiting in the ready queue for their 

chance to get the CPU. In this paper we have given a proposal 

for modifying the classical round robin scheduling algorithm. 

The proposal works by finding the left out burst time of the 

processes in the last but one turns of the quantum cycle. The 

left out burst time values in last but one turn of each process 

are processed to get an optimal threshold value. Based on this, 

we have divided the processes waiting in the ready queue in 

two categories. The processes in the first category are the one 

for which we will modify the time quantum and the processes 

in the second category will be processed as per the classical 

round robin algorithm. We have also compared our proposal 

with the classical round robin algorithm and the results are 

depicted in tabular form. 

Keywords: Scheduling, Turn around Time, Context 

Switches, waiting time.  

1. INTRODUCTION 

In today’s era, most processors are capable of handling 

multiple processes at the same time by switching the allotment 

of the CPU among the processes. This switching is performed 

by the scheduler of the operating system. The competence of 

the processor depends upon the type of scheduling algorithm 

followed by the processor [9], [14]. There exists a variety of 

process scheduling algorithms and most of the operating 

systems are deploying more than one process scheduling 

algorithm for optimizing their processing needs[12], [13]. The 

three most common scheduling algorithms are as follows [10], 

[11]: 

A. First Come First Serve (FCFS): 

Here the CPU is assigned to the job or process that arrives first 

at the ready queue. The CPU is taken away from the process 

only when, it has totally finished its execution or is performing 

any I/O operation(s) [10], [11]. 

B.  Shortest Job First (SJF): 

In this the process that has the minimum burst time, gets the 

CPU first. In this algorithm also, the CPU is taken away only 

when the process has entirely completed its execution [10], 

[11], [12]. 

C. Round Robin (RR):  

This algorithm is an enhanced version of the FCFS algorithm. 

It introduces the concept of time quantum (a fixed amount of 

time period). If the process entirely finishes its execution 

within this time, it is removed from the ready queue otherwise 

it goes back to the ready queue and waits for its next chance in 

FCFS order only [10], [11], [12].  

Out of the above stated algorithms, the round robin algorithm 

is the most interesting because it involves the concept of 

quantum slices of time and context switching and this is the 

reason why we have chosen this algorithm for modification. 

2. RELATED WORKS 

There have been many researches going in the field of 

modifying the scheduling algorithm of the operating system so 

as to make them faster and efficient. The authors of [1] 

proposed a new method using integer programming for finding 

the value of time quantum [1]. The authors of in [2] proposed 

an adaptive version of the round robin algorithm wherein the 

concept of smart time slices is used by rearranging the 

processes in increasing order of the burst times. The novelist of 

[3] highlights the problem in the conventional Linux 

SCHED_RR, wherein the users who runs more processes will 

get more share of CPU than the users who runs less number of 

processes of the same priority. They proposed a solution to this 

by assigning equal share of CPU to users instead of the 

processes [3]. The researchers in [4] proposed an approach in 

which the process are arranged in ascending order of the burst 

time and then an optimal time quantum is calculated using the 

median concept, which means that if the number of processes 

in the ready queue is odd, the burst time of the middle process 

will become the time quantum, otherwise the average of the 

two middle processes will become the time quantum. The 

authors in [5] highlight an improved version of the algorithm 

with the complexity of O (n log n). They used the concept of 

bursts arrivals and batch departures [5].  The researchers in [6] 

propose the concept of self adjustment time quantum, in which 

the time quantum is continuously modified according to the 

burst time of the currently running processes [6]. The authors 

in [7] proposed to increase the time quantum of the process 

which does not completes its execution within the allotted time 

[7]. The authors in [8] talks about increasing the time quantum 

two folds after completing one cycle of CPU allocation to the 

processes. Then finding the process with the minimum 

execution time and assigning the CPU to it and continuing in 

the same fashion. The researchers in [15] calculates the time 

quantum using max-min approach wherein the time quantum is 

the difference between the maximum and minimum burst time 

value of the processes. 

 3. IMPROVED ROUND ROBIN 

APPROACH 

Our approach is not to change the round robin philosophy but 

to make it one step advanced. In round robin approach the time 

quantum is absolutely fixed. While it is observed that in many 

cases jobs are preempted even if a negligible amount of 

execution time is left for a job. This particular job now has to 

wait for its next turn. This situation caters to waiting time of 

the process sometimes unnecessarily. 

A. Terminologies Used in the proposed algorithm  

 P: Process  

 TQ: Time Quantum 
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 Old_TQ: A quantity storing the original initial value of the 

Time Quantum.  

 BT: An N dimensional array storing the Burst Time of the 

processes  

 AT: An N dimensional array storing the Arrival Time of 

the processes  

 N: Total number of processes in the ready queue 

 Count: An N dimensional array storing the value of the 

current quantum cycle of the processes. 

 B: An N dimensional Array Storing the integer part of the 

quantity:  

     B [Pi] = int (BT [Pi] / TQ), where i= 1,2, 3....N. 

 Left out Time (LoT) : It is also an ‘N’ dimensional array 

that can be calculated by the equation: 

 LoT [Pi] = BT [Pi] % TQ, where i = 1, 2, 3 ...N 

 K : ceil (Average of (LoT[Pi])) 

B. Proposed Modification of the Round Robin Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Working of the Proposed Algorithm using 

hypothetical Examples 

Method for calculating the threshold value (K) 

 

 

 

 

 

 

 

 

 

 

Example 1: 

TABLE 1: (Example 1 Using Conventional Round Robin 

Approach) 

TIME QUANTUM (TQ) = 20 

Process 

Name 

Arrival 

Time 

Burst 

Time 

P1 0 24 

P2 0 29 

P3 0 35 

P4 0 40 

P5 0 27 

 

 

Fig 1: Gantt chart according to Conventional Round Robin   

Approach 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for Conventional 

Round Robin Approach   

 

Average Turn around Time (Avg. TAT) is given by Avg. TAT 

= (104 + 113 + 128 + 148 + 155) / 5 

    = 129.6 

Average Waiting Time (Avg. WT) is given by  

Avg. WT = (80 + 84 + 93 + 108 + 128) /5 

   = 98.6 

Number of Context Switches = 09 

 

 

1. Input: Ready queue consisting of the various 

processes waiting to get the CPU 

2. For each process in the ready queue do  

3. Count [Pi] =1;   

4. If (BT [Pi] < TQ)  

5. { 

6. Apply classical round robin policy 

7. }  

8. If (BT [Pi] / TQ) = = I), where I is an Integer value  

9. { 

10. Apply classical round robin policy  

11. BT [Pi] = BT [Pi] -TQ;  

12. } 

13. Else if (BT [Pi]/ TQ) != I)    // Non integer value  

14. {    

15. If (B [Pi] = = Count [Pi]) // checking the last but one turn  

16. {  

17. if (LoT[i] <=K) 

18. {      

19. TQ=TQ + K 

20. Assign CPU to the process as per New TQ 

21. BT [Pi] = BT [Pi] - TQ                                                                       

22. TQ=Old_TQ;  

23. } 

24. Else 

25. { 

26. Apply classical round robin policy 

27. BT [Pi] = BT [Pi] – TQ 

28. }  

29. }  

30. Else (Count [Pi]! =B [P]) 

31. {  

32. BT [Pi] = BT [Pi] –TQ; 

33. Count [Pi] ++  

34. }  

35. } 

1. Let BT[i] represents the Burst Time of the i
th
 

process. 
2. Let TQ represents the Time Quantum 
3. Let ‘n’ is the number of processes in the ready 

queue. 
4. Therefore the Left out Time (LoT) for a 

process is calculated as follows 
a. LoT[i] = BT[i] % TQ; 

And the threshold value K is calculated as follows  
    K* = ceil (LoT [i] / n); 

Where ceil (p) is the smallest integer greater than 
or equal to p.  
* We will not include those processes in the 
calculation of ‘K’ for which LoT[i] < = 0; 
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TABLE 2: Example 1(Using Proposed Approach) 

TIME QUANTUM (TQ) = 20 

Process 

Name 

Arrival 

Time 

Burst 

Time 

B = INT(BT 

/ TQ) 

C = BT 

% TQ  

 

P1 0 24 1 4 

P2 0 29 1 9 

P3 0 35 2 15 

P4 0 40 2 0 

P5 0 27 1 7 

 

Calculating the value of K as follows  

K = ceil (Average of (C[i])) 

K= ceil ((4 +9+15+7) / 4) 

K= ceil (35/4) = ceil (8.75) 

Therefore K = 9   

 

Fig 2: Gantt chart according to Proposed Approach 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for proposed Approach 

Average Turn around Time (Avg.TAT) is given by 

Avg. TAT = (24 + 53 + 135 + 155 + 120) / 5 

    = 97.4 

Average Waiting Time (Avg. WT) is given by  

Avg.TAT   = (0 + 24 + 100 + 115 + 93) / 5 

      = 66.4 

Number of Context Switches = 06 

Example 2: 

TABLE 3: (Example 2 Using Conventional Round Robin 

Approach) 

TIME QUANTUM = 10 ms 

Process Name Arrival Time Burst Time  

P1 0 11 

P2 0 12 

P3 0 13 

P4 0 22 

P5 0 23 

P6 0 33 

 

Fig 3: Gantt chart according to classical Round Robin 

Approach 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for Conventional 

Round Robin Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg. TAT = (61 + 63 + 98 + 101 + 114) / 6 

    = 83.83 

Average Waiting Time (Avg. WT) is given by 

Avg. WT = (50 + 51 + 76 + 78 + 81) / 6 

   = 64.83 

Number of context Switches = 14 

TABLE 4: (Example 2 Using Proposed Approach) 

TIME QUANTUM = 10 ms 

Process 

Name 

Arrival 

Time 

Burst 

Time  

B = INT(BT 

/ TQ) 

C = BT 

% TQ  

 

P1 0 11 1 1 

P2 0 12 1 2 

P3 0 13 1 3 

P4 0 22 2 2 

P5 0 23 2 3 

P6 0 33 3 3 

 

Calculating the value of K as follows  

K = ceil (Average of (C[i])) 

K=ceil (1 +2+3+2+3+3) / 6) 

K= ceil (14/6) 

K=ceil (2.33) 

K=3 

 

 

Fig 4: Gantt chart according to proposed algorithm 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for Conventional 

Round Robin Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg. TAT = (11+ 23 + 36 + 78 + 91 + 114) /6 

    = 58.83 

Average Waiting Time (Avg. WT) is given by 
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Avg. WT = (0 + 11+ 23 + 56 + 68 + 81) / 6 

   = 39.83 

Number of Context Switches =08 

Example 3: 

TABLE 5: (Example 3 Using Conventional Round Robin 

Approach) 

 Time Quantum (TQ) = 10 

Process Name Arrival Time Burst Time  

P1 0 11 

P2 0 12 

P3 0 29 

P4 0 30 

P5 0 27 

P6 0 13 

 

 

 

Fig 5: Gantt chart according to Conventional Round Robin 

Approach 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for Conventional 

Round Robin Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg. TAT = (61 + 63 + 105 + 115 + 122 + 96) /6 

     = 93.66 

Average Waiting Time (Avg. WT) is given by 

Avg. WT = (50 + 51 + 76 + 75 + 95 + 83) / 6 

   = 71.66 

Number of Context Switches = 14 

TABLE: 6 (Example 3 Using proposed Approach) 

Time Quantum (TQ) = 10 

Process 

Name 

Arrival 

Time 

Burst 

Time  

B = 

INT(BT / 

TQ) 

C = BT 

% TQ  

 

P1 0 11 1 1 

P2 0 12 1 2 

P3 0 29 2 9 

P4 0 30 3 0 

P5 0 27 2 7 

P6 0 13 1 3 

 

Calculating the value of K as follows  

K = ceil (Average of (C[i])) 

K = ceil (1+2+9+7+3) /5 

K =ceil (22/5) 

K = ceil (4.4) 

K = 5 

 

Fig 6: Gantt chart according to proposed algorithm 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for proposed Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg. TAT = (11+ 23 + 105 + 115 + 122 + 66) / 6 

                = 72 

Average Waiting Time (Avg. WT) is given by 

Avg. WT. = (0 +11+ 76+ 75+ 95+ 53) / 6 

    = 51.66 

Number of Context Switches = 11 

Example 4:  

TABLE 7: (Example 4 Using Conventional Round Robin 

Approach) 

TIME QUANTUM (TQ) = 10 MS 

Process Name 
Arrival 

Time 
Burst Time 

P1 0 11 

P2 0 12 

P3 0 21 

P4 0 32 

P5 0 23 

P6 0 13 

 

 

Fig 7: Gantt chart according to conventional round robin 

policy 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for Conventional 

Round Robin Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg. TAT = (61+63+97+112+110+97) / 6 
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    = 88.6 

Average Waiting Time (Avg. WT) is given by 

Avg. Wait Time = (50+51+76+80+87+83) / 6 

                          = 71.66 

Number of Context Switches: 15 

TABLE 8: (Example 4 Using Proposed Approach) 

TIME QUANTUM (TQ) = 10 MS 

Process 

Name 

Arrival 

Time 

Burst 

Time 

B = INT(BT 

/ TQ) 

C = BT 

% TQ 

 

P1 0 11 1 1 

P2 0 12 1 2 

P3 0 21 2 1 

P4 0 32 3 2 

P5 0 23 2 3 

P6 0 13 3 3 

 

Calculating the value of K as follows  

K = ceil (Average of (C[i])) 

K = ceil ((1+2+1+2+3+3)/6) 

K = ceil (12/6) 

K = 2 

 

 

Fig 8: Gantt chart according to the proposed approach 

Calculation of Average Turn around Time, Average Waiting 

Time and Number of Context Switches for proposed Approach 

Average Turn around Time (Avg. TAT) is given by 

Avg.TAT = (11 + 23 + 74 + 109 + 112 + 97) / 6 

   = 426 / 6 

               = 71 

Average Waiting Time (Avg. WT) is given by 

Avg. WT = (0 + 11 + 53 + 77 + 89 + 84) / 6 

   = 314 / 6 

   = 52.33  

Number of Context Switches = 11 

4. RESULTS AND CONCLUSION 

In this paper we have considered round robin algorithm for 

improvement in the sense of reducing the average turnaround 

time, average waiting time and the number of context switches. 

We have presented our algorithm supported by a number of 

examples with hypothetical data and we have observed a good 

amount of improvement in scheduling an execution process. 

TABLE 9: Comparison Table for Example 1 

Attribute 

for 

Comparison 

Conventional 

Round 

Robin 

Algorithm 

Our 

Proposed 

Approach 

Amount of 

Improvement 

Observed in 

our 

Algorithm 

Average 

Turn Around 

Time 

129.6 97.4 
32.2 units of 

time saved 

Average 

Waiting 

Time 

98.6 66.4 
32.2 units of 

time saved  

Number of 

Context 

Switches 

09 06 

03 number of 

context 

switches 

reduced 

 

TABLE10: Comparison Table for Example 2 

Attribute 

for 

Comparison 

Conventional 

Round 

Robin 

Algorithm 

Our 

Proposed 

Approach 

Amount of 

Improvement 

Observed in 

our 

Algorithm 

Average 

Turn Around 

Time 

83.83 58.8 
25.03 units of 

time saved 

Average 

Waiting 

Time 

64.83 39.8 
25.03 units of 

time saved  

Number of 

Context 

Switches 

14 08 

06 number of 

context 

switches 

reduced 

 

TABLE 11: Comparison Table for Example 3 

Attribute 

for 

Comparison 

Conventional 

Round Robin 

Algorithm 

Our 

Proposed 

Approach 

Amount of 

Improvement 

Observed in 

our 

Algorithm 

Average 

Turn Around 

Time 

93.66 72 
21.66 units of 

time saved 

Average 

Waiting 

Time 

71.66 51.66 
20 units of 

time saved  

Number of 

Context 

Switches 

14 11 

03 number of 

context 

switches 

reduced 
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TABLE 12: Comparison Table for Example 4 

Attribute 

(for 

Comparison) 

Conventional 

Round 

Robin 

Algorithm 

Our 

Proposed 

Approach 

Amount of 

Improvement 

Observed in 

our 

Algorithm 

Average Turn 

Around Time 
88.6 71 

17.6 units of 

time saved 

Average 

Waiting Time 
71.66 52.33 

19.33 units of 

time saved 

Number of 

Context 

Switches 

15 11 

04 number of 

context 

switches 

reduced 

 

The above tables very evidently depicts that the proposed 

modification for round robin scheduling technique performs 

much better than the conventional round robin algorithm. 
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