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Abstract: 
 This paper presents a detailed idea about the face detection 

technique which reduces false positive rate and improves the 

rate of detection. Face detection remains as one of the 

challenging problems in the field of image analysis and 

computer vision. The color image is converted into a gray-

scale image. Based on the spatial localities and orientation 

characteristics of the Gabor filter, we extract the facial feature 

from the facial image by appropriate filter design. The input 

of feed-forward neural network classifier is the feature vector 

obtained by the Gabor filter. The convolution is done by 

multiplying the image with the Gabor filter in the frequency 

domain and is saved in a cell array in order to save time. Thus 

the input of the network will have larger values and is 

optimized by reducing the matrix size to one-third by deleting 

appropriate number of rows and columns. The results 

obtained in the output layer in testing with real-life images 

shows that the false-positive rate is reduced by 97%. 

 

Index Terms:Gabor filter, Feed-Forward Neural 

Network, computer vision, color image processing. 

 

1.INTRODUCTION 
 

Face detection is the technology in computer vision 

that helps in detecting faces and thereby its features and 

recognize them optimally irrespective of several variations in 

faces and its associated background. The main motivation 

behind this approach is to find best methodology to solve 

problems that emerge when there are multiple variation in the 

input image like facial sizes, occlusion and illumination. 

Many novel methods have been proposed like template-

matching methods and appearance based methods. The 

template-matching methods are used for face localization and 

detection by computing the correlation of an input image to a 

standard face pattern. Whereas the appearance based methods 

are used for face detection with Eigen faces and neural 

network.  

Face detection can be done by fine tuning the Gabor 

filter parameter, and recognition is done by using the Gabor 

wavelets [1][5]. In [6], recent advances in face detection 

techniques are discussed which clearly shows that the 

available face detection techniques are time-consuming, and 

found to have more number of false positives. So, in our 

paper, Gabor filter is used for feature extraction and Neural 

Network is chosen as Classifier. The existing Viola-Jones face 

detector [7], also found to be more effective and better in 

performance but time-consuming. The false positive rate is 

found to be the ratio of number of incorrect detected faces to 

the total number of actually detected faces. The distributed 

class of face or non- face is characterized by multimodal 

distribution function and effective decision boundaries. In 

[26], object localization is focused and this paper uses the 

technique of object localization and classification. 

 The image pre-processing is done based on the well-

suited technique based on the input image pixel intensities and 

occlusion. Histogram equalization is done inorder to equally 

distribute the brightness levels over the whole brightness scale 

whereas median filtering is used for removing salt and pepper 

noise. 

 

2.FEATURE EXTRACTION 

 
 The simpler technique to perform filtering operation 

is by convolution in spatial domain and can be improved by 

utilizing the separability of Gabor filter, their symmetry, and 

their wavelet characteristics for reducing the number of 

arithmetic operations needed. And for general improvement 

we go for filtering in the frequency domain. Thus the Gabor 

features are based on the Gabor filter responses of the given 

input image. The convolution of the Fourier Image F(I) and a 

Fourier Gabor kernel F(ψ,μ,ν (x,y)) is called as Fourier Gabor 

Feature and is defined by the equation (1) as follows, 

 

  (1) 

 

As the response Oμ,ν(x,y) to each Fourier Gabor kernel is a 

complex function with a real part: Real{ Oμ,ν(x,y)} and an 

imaginary part: Imag{ Oμ,ν(x,y)}. We use its real Real{ 

Oμ,ν(x,y)} to represent Fourier Gabor features. The complete 

set of Gabor filter representation of an Image I(x,y) is of size 

16x16 by 8 orientations and is defined by equation (2). 

 

                                                                                    
            (2)                                                                                             

 

To extract useful features of an image a set of Gabor filters 

with different orientations and frequencies are used. The real 

and the imaginary components of a filter may be formed into 

a complex number representing orthogonal directions and is 

given by equation (3). 

 

 
                 (3) 

 

Where 

             (4) 

            (5) 
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3.FACE DETECTION 
 

 With the detected facial features via Gabor filter, 

the face or non-face is classified based on the Neural Network 

Classifier. 

 

3.1 Neural Network Classifier 
       The objective here is to design a feed-forward neural 

network with an input layer for acquiring the features of an 

input image and a hidden layer consisting of hundreds of 

neurons, and a output layer neurons. The input neuron is 

connected to a set of neurons in the hidden layer and the result 

obtained by the hidden layer is then sent to output layer 

neurons. The input of feed-forward neural network is a feature 

vector obtained from the Gabor filter. The input image is of 

size 27x18.The convolution is done by multiplying the input 

image with the Gabor filter in the frequency domain. Thus the 

images are prepared for the training phase. All the pictorial 

data obtained from face and non-face folders are gathered and 

stored in a large cell array. Optimization of larger input is 

done by deleting some of the unused rows and columns. 

 If the feature vectors are obtained for the color 

image, then numerical value of color at each pixel is 

calculated. And for each pixel one node is allotted for 

computation. Now, this information in the input layer is 

sent as input to the hidden layers of multiple neurons. The 

resulting output obtained in the output layer comprises of 

binary values. The value of “1” at the output node means the 

face of the person is detected. An algorithm is used in order to 

improve the performance of the network called Scaled 

Conjugate Gradient Algorithm  for fast supervised learning. 

 

3.2 Optimization Strategy 
The method is to minimize functions inorder to reduce 

the computational complexity. The minimization is a local 

iterative process in which an approximation to the function in 

the neighbourhood of the current point in the weight space is 

minimized. And this strategy is illustrated in the pseudocode 

given below, 

 

 

 

 

 

 

 

Optimization Strategy Pseudocode 

 

Choose initial weight vector w1 and set k = 1. 

Determine a search direction pk and a step size αk so that 

   

Update vector:   

  

   If  then set k = k+1 and go to 2 

else return  as the desired minimum. 

 

 

 

 

4 Scaled Conjugate Gradient Algorithm 

Step 1: Choose the weight vector w1 and scalars , 

, . 

Set  , k=1 and  

success = true. 

Step 2: If success = true then calculate the second order 

information: 

 

 

 

Step 3: Scale :   

 
Step 4: If , then make the Hessian matrix positive 

definite: 

 

  where  

 

 

Step 5: Calculate the step size: 

 

 
 

Step 6: Calculate the comparison parameter: 

 
 

Step 7: If  then a successful reduction in error can be 

made:  

 
If , then success = true. 

 

Step 8: If k mod N= 0, then restart algorithm with 

 

Else create new conjugate direction: 

 

 
 

Step 9: If then reduce the scale parameter 

 
Else a reduction in error is not possible. , success= 

false. 
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Step 10: If , then increase the scale parameter: 

 

 

Step 11: If the steepest descent direction , then set k = 

k+1 and go to 2. 

Else terminate and return  as the desired minimum. 

 

  

 

         Create Image Database 

 

          

        

             Feature Extraction 

 

 

         

                             Initialize Network 

         

 

         

                             Classifier Training 

 

 

   

                   Prediction          Face 

 

 

  

 Neglect                 Non-Face                  

  

           

                                     Calculate 

If predicted                    rate of 

         detection 

 

   

Calculate 

                False Positive  

      rate 

   

 

 

Figure 1 Block diagram of Face Detection Technique 

 

For each iteration there is one call of E(w) and two 

calls of E’(w), which gives a calculation complexity per 

iteration of O(3N2). When the algorithm is implemented this 

complexity can be reduced to O(2N2), because the calculation 

of O(N2) can be built into one of the calculations of E’(w). In 

comparison with backpropagation, scaled conjugate gradient 

algorithm involves twice as much computation per iteration, 

since back propagation algorithm has a computational 

complexity of O(N2) per iteration. 

 

 

4.EXPERIMENTAL RESULTS 

 
By varying the arbitration heuristics or thresholds, 

the system can be made more conservative. In order to focus 

the detector’s attention some standard tracking methods can 

also be used. Also by applying more suitable normalization 

techniques, and separate network to recognize the hurdles that 

occur in detection like various illumination, facial 

orientations, faces of different races and so on. 

 

 

 
Figure 2. An illustration of Facial Feature  

Extraction using Gabor filter 

 

 

 

Table 1 Performance measure of face detection rate   of 

images of different characteristics 

Type Of Input 

Image 

Face 

Detection 

Rate(%) 

Minimization of 

false positive 

rate(%) 

Image containing 

a face with 

spectacles 

100 99.8 

Image containing 

faces of multiple 

illuminations 

98 96.8 

Image with 

multiple faces in 

different 

orientations 

94 96.4 

Image with faces 

of multiple races 
98 97.5 

 

 

 

 

 

 
 Figure 3. Result of Face Detection Technique 
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5. CONCLUSION 
In this paper, a cognitive approach to face detection is 

proposed in order to reduce false-positive rates in processing 

real-life images. Processing various real-life images clearly 

prove that Gabor feature extraction and Neural Networks 

approach is faster but have low accuracy when comes for 

images in uncontrolled environment. There arise a problem in 

finding the factor of luminance and also it is found to be less 

efficient when finding faces of multiple races. By minimizing 

false positive rate and by improving face detection rate, we 

can apply this technique for Gender Classification and for 

improving the robustness of image in uncontrolled 

Environment.  

 

6. REFERENCES 
[1]  Vinay Kumar B, Shreyas  B.S. (2006) “Face Recognition 

Using Gabor Wavelets”.  Proceedings of  the IEEE 

Asilomar Conference on signals and computers, IEEE 

ISBN: 1-4244-0785-0/06/$20.00 

[2] Danijela Vukadinovic and Maja Pantic, (2005) “Fully 

Automatic Facial Feature Point Detection Using Gabor 

Feature Based Boosted Classifiers”. Electrical 

Engineering, Mathematics and Computer Science. IEEE 

International Conference on Systems, Man and 

Cybernetics. 

[3] Jing-Ming Guo, Senior Member, IEEE, Chen-Chi Lin, 

Min-Feng Wu, Che-Hao Chang, and Hua Lee, Fellow, 

IEEE , (2011) “Complexity Reduced Face Detection 

Using Probability-Based Face Mask Prefiltering  and 

Pixel- Based Hierarchial feature Adaboosting” IEEE 

Signal Processing letters, Vol. 18, No.8. 

[4] Sung Uk Jung, Do Hyoung Kim, Kwang Ho An and 

Myung Jin Chung, (2005)  

” Efficient Rectangle Feature Extraction for Real-time Facial 

Expression Recognition based on AdaBoost,  using the 

2-D Wavelet Transform”, IEEE Tran. IEEE/RSJ 

International Conference on Intelligent Robots and 

Systems. 

[5] Mian Zhou, Hong Wei, and Stephen Maybank2 , (2004) ” 

Gabor Wavelets and AdaBoost in Feature Selection for 

Face Verification”, Computational vision group, School 

of System Engineering, School of Computer Science and 

Information Technology, United Kingdom. 

[6] Cha Zhang and Zhengyou Zhang D.Kundur and 

D.Hatzinakos. (2010) “A Survey of Recent Advances in 

Face Detection”. Technical Report,Microsoft Research, 

Microsoft Corporation. 

[7] Shanshan Wang and Amr Abdel-Dayem. (2012) 

“Improved Viola-Jones Face Detector”,Department of 

Mathematics and Computer Science, Laurentian 

University Sudbury, Canada, ICCIT. 

[8] Stan Z. Li, Anil K. Jain (Eds.), ” Handbook of Face 

Recognition”,Springer 

[9] Jonathon Philips .P, Hyeonjoon Moon, Syed A. Rizwi, 

Patrick j. Rauss,IEEE members, (2000) “The FERET 

Evaluation Methodology For Face-Recognition 

Algorithms”, IEEE Transactions on Pattern Analysis and 

Machine Intelligence,Vol.22, No.10. 

[10]  Baochang Zhang, Shiguang Shan, Xilin Chen, and Wen 

Gao,IEEE members ,  

(2007) “Histogram of Gabor Phase Patterns (HGPP): A Novel 

Object Representation Approach for Face Recognition”, 

IEEE Transactions on Image Processing, Vol. 16, No. 1. 

[11]  Jen-Tzung Chien, Senior Member, IEEE, and Chih-Pin 

Liao, (2008) “Maximum Confidence Hidden Markov 

Modeling for Face Recognition”, IEEE Transactions on 

Pattern Analysis and machine Intelligence, Vol. 30, No. 

4, April 2008. 

[12]  Neeraj Kumar, Alexander C. Berg, Peter N. Belhumeur, 

and Shree K. Nayar, IEEE members, (2011) 

“Describable Visual Attributes for Face Verification and 

Image Search," IEEE Transactions on Pattern Analysis 

and Machine Intelligence, vol. 33, no. 10. 

[13] Alex Pentland, Baback Moghaddam, Thad Starner, 

Vision and Modelling group, Cambridge, (1994) “View-

Based And Modular Eigenspaces For Face Recognition”, 

IEEE Conference on computer vision and Pattern 

Recognition. 

[14]  Jian Yang, and Chengjun Liu, Members of IEEE, (2008) 

“Color Image Discriminant Models and Algorithms for 

Face Recognition”, IEEE Transactions on Neural 

Networks, Vol. 19, No. 12. 

[15] Daoqiang Zhang, Songcan Chen and Zhi-Hua 

ZhouM.Wu., (2000) ” A New Face Recognition Method 

based on SVD Perturbation for Single Example Image 

per Person” , Department of Computer science and 

Engineering, Nanjing University China. 

[16] Yuan Yuan,  Yanwei Pang and Xuelong Li, (2010) 

“Footwear for Gender Recognition,”  IEEE Transactions 

on Circuits and systems for video Technology, Vol.20, 

No.1. 

[17] Duan-Yu Chen  and Kuan-Yi Lin, IEEE members, 

(2010) “Robust Gender Recognition for Uncontrolled 

Environment of Real-Life Images,” IEEE Transactions 

on Consumer Electronics, Vol. 56, No. 3. 

[18] Jinshan Tang, Xiaoming Liu, , Huaining Cheng, and 

Kathleen M. Robinette, IEEE members, ”Gender 

Recognition Using 3-D Human Body Shapes”, (2011) 

IEEE Transactions on Systems, Man and Cybernetics- 

Part C: Applications and Reviews, Vol.41, No.6. 

[19]  Jingu Heo, and Marios Savvides, Members of IEEE”, 

(2011) Gender and Ethnicity Specific Generic Elastic 

Models from a Single 2D Image for Novel 2D Pose Face 

Synthesis and Recognition”, IEEE Transactions on 

pattern analysis and Machine Intelligence. 

[20]  Norman Poh, Chi Ho Chan, Josef Kittler, Christopher 

Mc Cool, (2010) IEEE members, ” An Evaluation of 

Video-to-Video Face Verification” IEEE Transactions on 

Information Forensics and Security, Vol.5, No.4. 

[21] Songfan Yang, and Bir Bhanu, IEEE members , (2000) 

“Understanding Discrete Facial Expressions in Video 

Using an Emotion Avatar Image”, IEEE Transactions on 

Systems, Man and Cybernetics- Part B: Cybernetics. 

[22] Kamal Nasrollah, and Thomas B. Moeslund, IEEE 

members, (2010) “Extracting a Good Quality Frontal 

Face Image from a Low-Resolution Video Sequence”, 

IEEE Transactions on circuits and systems for video 

Technology, Vol.21, No.10. 



International Journal of Computer Applications (0975 – 8887)  

International Conference on Innovations In Intelligent Instrumentation, Optimization And Signal Processing “ICIIIOSP-2013” 

 

42 

[23] Younghwan Kim, Jang-Hee Yoo and Kyoungho Choi, 

IEEE members, (2011) “A Motion and Similarity-Based 

Fake Detection Method for Biometric Face Recognition 

Systems”, IEEE Transactions on Consumer Electronics, 

Vol. 57, No. 2. 

[24] Xiao Zeng and Hua Huang, Member  IEEE, (2012) 

“Super-Resolution Method for Multiview Face 

Recognition From a Single Image Per Person Using 

Nonlinear Mappings on Coherent Features,” , IEEE 

Signal Processing Letters, Vol. 19, NO.4. 

[25]  Jeffrey Ho, Huang-chih Lee, David Kreigman, Ming 

Suan Yang, (2003) ”Video-Based Face Recognition 

Based on Probabilistic Appearance Manifolds ” , IEEE. 

[26] Rolf F. Molz, Paulo M. Engel, Fernando G. Moraes, 

Lionel Torres, Michel robert,”System Prototyping 

dedicated to Neural Network Real-Time Image 

Processing”, ACM/SIGDA ninth international 

Symposium On Field Programmable Gate Arrays( FPGA 

2001).  

[27] Richard E.Woods and Rafael C.Gonzalez. “Digital Image 

Processing”, 3rd Edition, PEARSON Educations.  

  


