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ABSTRACT 
Accurate information is most important in Wireless Sensor 

Networks (WSNs). Incorrect (faulty data) information makes 

wrong decision; it decreases the reliability in communication. 

Fault tolerance is one of the issues in WSNs .Proposed fault -

tolerant data aggregation scheme for identifying the faulty 

data sent by the sensors to the cluster head, where the 

aggregation is performed. Identified faulty data eliminated 

before aggregation. It improves the data aggregation accuracy. 

Consequently, the transmission overhead is reduced. The 

proposed scheme provides better performance in discovering 

faulty data and nodes. The incorrect data detected and 

eliminated in wireless sensor networks. 

General terms 
Wireless sensor networks, Rough set theory. 

Keywords 
Cluster Head (CH), Error detection, Sink, Fault-Tolerant, 
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1.    INTRODUCTION  
Wireless Sensor Networks used in a variety of environments. 

Sensor networks are used to monitor the office        buildings, 

wildlife tracking, traffic surveillance, geographical regions, 

health care, industrial plants and so on. Sensor network 

consist of a large number of the low-cost and low-powered 

sensor devices, which is called sensor nodes. Sensors are 

deployed inside the buildings. Aggregation is the process of 

gathering the information for the analysis. In wireless sensor 

networks aggregation is performed by the cluster head (CH). 

CH collects the data from various sensors and summarizing 

the data. Information collected by the sensor, continuously 

transmitted to the mobile or base station. Sink retrieves the 

information.  

WSNs are employed in energy consuming operation and 

reduce the number of bits transmitted to each device [1]. The 

data aggregation scheme improves the bandwidth utilization 

and energy efficiency. Data aggregation protocol ESPDA 

prevents redundant data transmission [2]. In WSN domain, 

secure connections between the sensors are established by the 

key mechanism and SRDA scheme consumes less energy [3]. 

The operation of basic aggregators such as adding min, max, 

average and count used for the data processing operation. 

Latency is measured between the packet received at the sink 

and the data generated at the source [4] and [5]. In the harsh 

sensor environment, fault detection and correction are made 

through the embedded neural networks. Faulty data sent to the 

CH, CH send the result to base station. Fault-tolerant  

     

 
 
aggregation protocol reduces the wrong data transmission 

which increases the reliability of the network as in [6]. 
 General purpose protocol like routing and clustering are 

employed in wireless sensor networks. Cluster-head co-

ordinates transmission uses the time division multiple access 

(TDMA) technique [7]. Tree sampling and set sampling 

algorithms are sampling the aggregated data, hence it 

overcome the requirement of a key. Moreover, security level 

obviously increased as in [8]. Identify the faulty node in the 

sensor network and remove the faulty data before 

transmission. Hence, aggregation accuracy improved as in [9], 

[10] and [11]. The simulation shows that Correctness of 

gathering data [12] in a Trust based framework in wireless 

sensor networks. Digital signature algorithm investigates on a 

cryptographic protocol as in [14]. Our contribution in this 

paper is aggregation accuracy and transmission overhead. 

Data collection and aggregation is a wireless sensor network 

discussed in section 2. The idea of using the fault-tolerant 

aggregation protocol and Fault identification is discussed 

2.    NETWORK MODEL 
Nodes can communicate by using the Radio Transceiver. 

Sensors are deployed in harsh environments. The possible 

way of   Sensors being any one of the two states: faulty and 

fault-free. When the sensor is in unsafe and safe is called as 

the most faulty and faultless respectively. It is unnecessary to 

transmit the faulty data to the cluster head from the sensors. 

Hence, it consumes more energy. If the network fails to find 

the faulty sensor, then it’s very difficult to control the amount 

of faulty data transmission. Moreover, it increases the 

transmission overhead. In the second state, If the 

characteristics of the sensors are good (i.e. The sensor then 

safe ) directly aggregates the collected information. Update 

the fault diagnosis protocol to improve the performance of 

accuracy. Once the information is gathered that to be on the 

table for the segregation.  

The pre-processing stage involves rule generation and fault -

diagnosis as shown in the Figure (1). However, fault-tolerant 

data aggregation protocol is used for detecting the faults and 

eliminating the faults. Henceforth, faulty data is discarded for 

the further proceedings. 

Cluster head (CH) does the information aggregation. 

Aggregated data has been sent to the sink. Processing stage 

includes a Locality Sensitivity Hashing scheme which is the 

compact representation of data for encoding. Along with the 

sensor information locality sensitivity hashing codes sent to 

the aggregation unit. This compares the similarity between the 

LSH codes. So that improves the utilization of bandwidth and 
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energy efficiency. Preliminaries in the aggregation network as 

in [8].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1: Flow Diagram for Error Detection in WSNs. 

 

Similarity, distance metrics and local sensitivity hashing. 

Calculate the similarity between the data sets. Euclidean 

distance is the measure of distance between the pair of nodes. 
The cosine similarity of fault – tolerant aggregation is,  
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Hash function (Ӈ) for any two point’s p, q ϵ Ɍd as in [9]. It 

must satisfy the hashing function. 
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The hamming distance calculated as, 

 

                                                              (3) 

             
                  

 
The fault-tolerant scheme uses the LSH coding techniques and 

it increases the network lifetime of nthe network The hash 
function hour is defined as,  

 

                    And                     (4) 

  
Rough set concept has been explained in many applications of 

pattern recognition. An important aspect of the rough set 

concept is that decision making rules based on the measured 

sensor values. Rough set is a formal approximation of crisp set. 
Lower approximation of rough set classified as a member x. 

  
                                                                    (5) 

   

 
Upper approximation rough set classified as a member `x` 

 

                                                                         (6) 

   

 
Fault class is defined as the difference between the upper 
approximation and lower approximation.                                                       

The basic aggregation scheme computes the variance and 

standard deviation. Every aggregator performs the summing 
operation sum(S), 

 

                        
                                                    (7) 

 

Sum of the squares as in [1], 

 

                           
                                                          (8) 

 

3.     FAULT-TOLERANT AGGREGATON 

SCHEME FOR ERROR CORRECTION 
In data collection session, each time sensor senses the 

environment k times and store the values in terms of the 

temperature, pressure, voltage, current, power and so on. Let 

assume the sensed values are n bits and now sensor node data 

vector size (k*n) bits. Nodes transmit the (k*n) bit data to the 

aggregator. Hence the energy of battery level depleted. The 

sensor node generates sensitivity hashing code for each sensor 
data for their vectors to reduce the amount of bits transmitted.  

 

The main advantage of the sensitivity hashing code is to 

represent the data in only less number of bits. Sensitivity 

hashing code applied to each sensor and obtain b bit sensitivity 

hashing code, but the value of b is less than (k*n). `B` bit code 

sends to the cluster- head for aggregation. 

 

3.1    Fault Identification 
In aggregation, the aggregator requests a sensor to transmit the 

sensitivity hashing code for processing. The sensor sends the 

sensitivity hashing code, but after this, aggregator does the 

comparison of pair of sensor nodes. There are two major 

strategies to follow before aggregation. In the first case, the 

similarity between the pair of nodes discovered from the 

sensitivity hashing code and similarity threshold. Sometimes 

the sensitivity hashing code will not match each other because 

of the event affected by the adversary and local outlier. Data 

aggregator shares the adversary list among the neighboring 

cluster to prevent the increment of count value of truthful data. 

Each cluster compares the hashing code with neighboring 

cluster and updates the count value. Moreover, Cluster 

exchange count list of local outlets. 

In the second case, if the sensitivity hashing codes are perfectly 

matched during the comparison then increase the counter value 

by one. The cluster - head has the ability to find the sensor 

which has the same codes. After counting the faultless data the 

data aggregator performs data aggregation operation and 
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aggregated data send to the base station. The important case of 

aggregation discards the redundant data transmission from the 

nodes. Using Rough set theory, when more than one sensor 

having the same code, the data aggregator takes any one data 

among the sensor nodes and sends the data. Furthermore it 
reduces the amount of transmission. 

Algorithm for Faulty Data Elimination: 

1: //Information gathering and sensitivity hashing code                        

 generation// 

2:    For all cluster-head session  

3:    Gather data from set of sensor E. 

4:   Generate hashing code for data set .end for 

5:    // Faulty-data Detection and Correction // 

6:    For all cluster-head session do 

7:    Acknowledge the code from the sensor. 

8:    Measure the similarities using codes. 

9:  Find out the sensor data, the code which is perfectly               

     Matching. 

10:   Detect the faulty data (Redundant data).end for 

11:   // Data Aggregation // 

12.  For all cluster-head session do 

13.   Remove the faulty data. 

14.   Find the sensor node having the same value. 

15.   Rough Set theory sends data from same value. 

16:   Aggregate the received data. 

17:   Send the aggregated data to the base station. 

18:   end for. 

 

3.2    Redundant Data Elimination 
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Figure 2(a): Normal case of Sensor Network. 
 

Normal case of wireless sensor networks, probability of failure 

occurrence is more. When sensor nodes become incorrect it 

will not be identified, although incorrect data transmitted to the 

aggregator. Thereby increasing the transmission overhead and 
energy in the network as shown in Figure (2) a. 

We have hashed code similarity and Rough set theory. 

Incorrect data consume a certain amount of energy, although 

further incorrect data will not send to sink or mobile station. 

Sensor having more than one similar data set, rough set theory 

will take only one set among the similar data set. Figure 2(b). It 

does not send incorrect data to sink. So that transmission 

overhead is reduced and longevity increased.  

Data transmission paths demonstrated in the sensor networks. 

First sink sends a request to the cluster head in the 

corresponding region. Once the request is made depending 

upon the sensor location, cluster head delivers data to base 

station. If the sensor or node is not located in the region then 

the node is transferred to next cluster-head. If the nodes 

identified in the region of location it sends a data to the base 

sink. Then sink forms a selection path in order to send the data. 

In a cluster - head network, there are two acknowledgments 

one of the sensor node to the cluster-head and another from 
aggregator to the sink.  

Simple aggregation algorithm tree construction of wireless 

sensor networks, as in [11]. The sensor nodes broadcast 

message from the leaf node to the parent node to all nodes 

receive the message. The network performs aggregation 

operation on parent node and its sub-node. Moreover, 

aggregation performed at various levels in the tree such as 

intermediate node, leaf node and leader node aggregation. 

Mobile station decrypts the aggregated.data and save it in the 

respective formats. After receiving the messages base station 

verify the authenticity of received data to ensure security 
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Figure 2 (b): Sensor with Error Correction network. 

 

The cluster - head has the count of outliers and faultless data. 

Faultless data should send to cluster-head for aggregation. And 

the rest of outliers count eliminated. Finally the data 

aggregation process ensures that no redundant data 

transmission and no compromised node transmitted from the 

sensors. Sink receives the aggregated data without any fault. 

Fault- tolerant aggregation scheme provides better 
performance and has relieved from the intricacy. 
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4.     SIMULATION RESULTS 
Sensors are randomly distributed in terrain to measure the 

outer environment. The data aggregation scheme is simulated 

using the Network Simulator-2. Data set size of sensor is k=16 

and data set of similarity code b=16 bits. The data size can be 

varied from different sizes 4, 8, 16, 24 and 32 bits. To carry out 

the operation 32 bit data transmitted. 

 

 
 

Figure 3: Total Data transmission aggregator to the sink 
 

Aggregation accuracy is measured based on the outcome of the 

error in the cluster head. The error is completely eliminated in 

the cluster head one and only if the difference between the 

aggregated data computed by the CH and data sent by the 

sensor without fault. The result is presented in Figure (3) and 

compared with the neural network. As a consequence, BER 

(Bit Error Rate) is reduced with increasing faulty sensor. Fault 

tolerant aggregation scheme successfully detect adversary and 

outlier with high precision. Aggregator eliminates all outliers 

in the network. Data aggregator does not receive faulty data 

result in accurate aggregation. Assume that network has 49 

sensors in the network which is randomly distributed in the 

environment. All the sensors try to send the data to the cluster-

head, and use some amount of power and graph is plotted in 

Figure (4). 

 

 
Figure 4: Fault Coverage 

 

 

5.    CONCLUSION                          
This paper presents the problem of Detecting and eliminating 

the faulty node in wireless sensor network with clustered 

architecture. Once the data are classified incorrect data can be 

removed and remaining data are to be aggregated in the CH 

and send it to base station. As a result redundant data are 

eliminated thereby increasing the data aggregation accuracy. 

Moreover, Transmission overhead is reduced. Another result 

is achieved by using this method is increase the longevity of 

wireless sensor networks. 
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