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ABSTRACT 

The great presumption of change detection has led to rapid 

development of diverse change detection algorithms. 

Unsupervised change detection has a vital role in a wide 

variety of applications like remote sensing, motion detection, 

environmental monitoring, medical diagnosis, damage 

assessment, agricultural surveys, surveillance etc. In this 

paper a systematic survey of the commonly used 

methodologies for unsupervised change detection is 

presented. 
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1. INTRODUCTION 
The exploitation of multitemporal images has been prudently 

done in change detection. In the change detection process two 

images of the same area are taken at two different time 

instances and then these multitemporal images are processed 

to identify the changes that may have taken place between the 

time instances in which the two images were taken. The 

output of the change detection process is a binary change 

map, indicating the location of the changes. 

Change detection methods can be extensively classified into 

supervised and unsupervised paradigms based on the nature of 

method used for processing the images. In supervised change 

detection, a training set is required for the learning process of 

the classifiers. This training set is obtained from the ground 

truth data [1].The latter technique performs change detection 

by using only the multitemporal images and in this method no 

ground truth is needed [2]. 

The process of change detection is of widespread interest 

since it is having a wide variety of applications in diverse 

domains like remote sensing[3], motion detection[4], video 

surveillance[5], damage assessment[6], agricultural 

surveys[7], environmental monitoring[8], analysis of urban 

changes[9], medical diagnosis[10]. 

A wide variety of change detection techniques have been 

introduced in the literature. Due to the massive growth of the 

geographic database, it is more practical to focus on the 

unsupervised approach than the supervised one. Currently, 

many unsupervised change detection techniques have been 

proposed. Some of these are image algebra, transformation of 

the multitemporal images, image classification, advanced 

models, Geographical Information System (GIS) approaches 

etc. In image algebra, a certain algebraic technique is adopted 

to generate the difference image from the multitemporal input 

images [10], and then the difference image thus obtained is 

processed in order to identify the changes. The problem of 

differentiating the changed pixels from unchanged pixels can 

be regarded as an image segmentation problem. Generally, the 

most popular solution to this problem is thresholding. 

In section  Ⅱ  the problem of unsupervised change detection  

is defined. Section Ⅲ provides  description of some of the 

preprocessing steps. In section Ⅳ some techniques used to 

generate difference image is discussed. In section V and VI 

thresholding and clustering techniques used for generating the 

change map is detailed. Finally in section VII conclusion is 

drawn. 

2. PROBLEM STATEMENT 
In order to perform change detection stringently, let        , 
be two images of the same area taken at two different time 

instances. Here every pixel,   in each image,       and the 

intensity       . Depending on the value of k images can 

be either gray scale(  =1),RGB colour images(=  

3),multispectral images(  >10),hyperspectral images(  >100). 

In change detection algorithm, an image sequence is taken as 

input and the output generated is a binary image      
     , called a change map. 

3. PREPROCESSING TECHNIQUES 

The main aim of unsupervised change detection is to 

emphasize the important changes and to deemphasize the 

unimportant changes. The following section elucidates the 

preprocessing steps for deemphasizing the unimportant 

changes. Radiometric adjustments and image registration are 

indispensable steps in change detection process. 

3.1 Radiometric adjustments 
Radiometric adjustment is done in order to precompensate the 

inconsistency between intensity variations caused by strength 

or position of light sources, values surveyed by spectral 

reflectivity, different imaging seasons, different cover areas of 

cloud, rain or snow etc. Hence it is necessary to perform 

radiometric corrections before change detection [11]. To 

rectify the radiation distortion which is irrelevant to the 

radiating features at the surface, state of sensors, dispersion, 

solar illumination, absorption of atmosphere etc., absolute 

radiometric correction is employed. The commonly used  

technique involves modifying the radiation value to the 

standard reference value with spectral curves but this 

technique is costly and is not practical to set the reference 

values based on spectral reflectance curve hence it is tedious 

to implement  the absolute radiometric correction in practice.  

Illumination invariant change detection utilizes intensity 

normalization technique [12]. In image normalization the 
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pixel intensity values in one image are normalized so that the 

mean and variance of both the images remains same. 

   
     

  

  
             where,   

    is the normalized 

value of second image and    and    are the standard 

deviation and mean values of intensity. When both the input 

images are normalized inorder to obtain zero mean and unit 

variance then the decision thresholds become independent of 

the intensity values. Normalization can also be done using 

block processing technique.  

 The suppression of irrelevant changes due to shadows of 

objects can be done for surveillance application [13] using 

                               these 

values of coordinates are more appropriate than the values of 

RGB coordinates. Radiometric pre-processing can also be 

done by knowing the accurate location of sun and to fit 

models to images this removes the shadows of buildings as an 

effect of direct light from the sun before applying change 

detection algorithm [14]. False changes due to speckle noise 

can be suppressed using frame averaging [15-17]. 

3.2 Image Registration 
The multi-temporal images must be co-registered before 

applying change detection algorithm in order to avoid 

spurious results of change detection. Co-registration is the 

process of arranging both the input images into the same 

coordinate frame. If misregistration occurs large number of 

false changes occurs due to displacement of image.  

Registration is done by using low dimensional spatial 

transforms like similarity and projective transforms [18-21] 

software implementations of such algorithms are also 

available. Many recent algorithms for registration are having 
the ability to switch automatically to higher order 

transformations after being initialized with a low order 

similarity transformation [22]. A nonglobal transformation is 

needed to determine the corresponding changes between 

images when the objects in the scene are deformable [23]. 

Localized registration errors may occur in change detection 

process even though the global error measures are considered 

as the best, hence the designer should take in to account the 

possibility of occurrence of localized errors. The effects of 

registration errors are analysed by D.A.Stow et.al [24-26]. 

Hence, for obtaining an error less than 10% one-fifth pixel 

registration accuracy is needed.  Please use a 9-point Times 

Roman font, or other Roman font with serifs, as close as 

possible in appearance to Times Roman in which these 

guidelines have been set. The goal is to have a 9-point text, as 

you see here. Please use sans-serif or non-proportional fonts 

only for special purposes, such as distinguishing source code 

text. If Times Roman is not available, try the font named 

Computer Modern Roman. On a Macintosh, use the font 

named Times.  Right margins should be justified, not ragged. 

4. IMAGE DIFFERENCING 
In the literature, various supervised and unsupervised methods 

for the detection of changes in remote sensing images have 

been proposed. In this paper, a survey of some of the 

commonly used unsupervised change detection algorithms has 

been done. From a methodological viewpoint, unsupervised 

change detection involves two key steps. The first key step is 

to produce a difference image from the multitemporal images 

to enunciate the changed regions. In the second step, the 

difference image is analyzed in order to distinguish between 

the changed and unchanged regions. This can be considered as 

an image segmentation problem.  

Among the earliest methods of getting the difference image is 

the commonly used one is simple differencing. The simple 

difference image is obtained by, 

                 . 

Another technique used to obtain difference image is Change 

Vector Analysis (CVA) [27] where, for all the spectral 

channels for every pixel in the image, a feature vector is 

generated. In CVA, for generating the difference image, the 

modulus of the difference between the feature vectors of the 

multitemporal images is taken. This technique is commonly 

used in multispectral images. 

Image differencing can also be generated by image ratioing. 

Ratioing is considered to b a precise means of determining the 

areas of change. In image ratioing, the ratio of the intensities 

in the multitemporal images is taken. The difference image  

     
     

     
 

 In areas of change, the value of ratio could be either greater 

than one or less than one depending upon the nature change 

[28]. Since the image ratioing is based on non-normal 

distribution its use in change detection has been criticized. 

In some recent algorithms for change detection, before 

performing image segmentation (thresholding or clustering) 

we perform feature extraction on the difference image by 

utilizing principal component analysis(PCA), discrete wavelet 

transform (UDWT), stationary wavelet transforms (SWT), 

discrete wavelet transform (DWT)etc., 

 In [29] the change map is obtained by combining principal 

component analysis (PCA). In this transformation the first 

principal component is having the largest possible variance , 

which  accounts for the major percentage of  the variability in 

the data, and each succeeding component in turn has the 

highest variance possible under the condition that it must  be 

orthogonal to the preceding components, so that they are 

uncorrelated. PCA is applied to extract the eigen vectors from 

the non overlapping blocks of the difference image, then an 

    neighbourhood data is projected into the eigen vector 

space for extracting  the feature vector corresponding to  each 

pixel in the difference image. The average vector of the     

neighbourhood data in the difference image is defined by 

                                         
 

 
   

  
    

where   
 

 represents the difference vector        , while   

represents an index with 1                .  

The covariance matrix is defined by 

  
 

 
     

 

 

   

 

 where      
 
  . The feature vector space for each pixel 

at spatial location       is given by 

                  
  

where         Now the feature vector space can be used 

to detect the changes by performing clustering.  

Since multi scale data fusion is not considered in the PCA 

based approaches, it is susceptible to false alarm. Hence in 

[30] PCA has been replaced with UDWT. Here undecimated 

discrete wavelet transform is used to perform multiscale 
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decomposition of the difference image. The intra scale feature 

vector at spatial location       is obtained as, 

                                    where    
                                                 ,and 

N is the total number of neighbouring pixels. 

The performance of multiscale decomposition of the 

difference image can be improved by replacing UDWT with 

SWT. In [31] mean shift algorithm is performed on the 

difference image to minimize the noise. The feature vectors 

are extracted from the difference image by using SWT. The 

new feature vector is extracted at each spatial location       as 

       

 
            

           
           

           
           

       

    
           

      
  

Another method for generating a difference image is by 

integrating the merits of different algorithms used to generate 

the difference image. In this algorithm fusion techniques are 

used for merging multiple difference images. Hence a more 

consistent difference image can be obtained [32].Also, in [33], 

image fusion is used to gather information collectively from a 

log-ratio and mean-ratio image. Multiscale transforms such as 

discrete wavelet transform (DWT), has been used widely for 

image fusion. By using Discrete Wavelet Transform detailed 

information can be easily extracted from the images, since it 

provides localization of frequencies in both time and space 

domains. DWT can be replaced with other multiscale 

transforms like contourlets ,  curvelets etc, as these are having 

better shift-invariance and  directionality than wavelets. 

5. THRESHOLDING 
Once a difference image has been obtained, then the problem 

of change detection reduces to an image segmentation 

problem. The most popular solution for image segmentation is 

thresholding. The output of the thresholding process done on 

the difference image gives a binary change map, in which one 

state indicates the changed pixels and the other state 

represents the unchanged pixels. Thresholding can be 

classified on the basis of parameters like: shape of the 

histogram, entropy, object-attribute, clustering mechanism 

etc. Some of the popular and efficient thresholding techniques 

are discussed in this paper. 

5.1 Thresholding based on shape of the 

histogram 
 In convex hull thresholding, [34], concavities of the 

histogram       represented by the convex hull,         
given by,                     , where      is the input 

image distribution. In this method, after determining the 

convex hull, the point having the deepest concavity is selected 

as the thresholding level. If there is more than one such point, 

the point having low busyness of the threshold image edges 

can be taken as the thresholding level. 

In peak and valley thresholding [35], the peak analysis of the 

histogram is done. Peak analysis is done by the convolving 

the with a differencing and smoothing kernel. The smoothing 

aperture of the kernel is adjusted to get a histogram having 

two-lobe function. By performing the differencing operation 

on the kernel, a triplet of incipient, maximum, and terminating 

zero crossings of the histogram lobe                 

      .And hence the thresholding level should be between the 

first terminating and second initiating zero-crossing that is: 
                       

In shape-modelling thresholding [36], a simple functional 

approximation to the PMF consisting of a two step function is 

used. Thus we obtain the sum of squares between a bi-level 

function and the histogram is minimized. So we can obtain the 

thresholding solution,     , by using iterative search. 

5.2 Minimum error thresholding 
Another commonly used thresholding approach is minimum-

error thresholding. In minimum error thresholding, the image 

is considered to be a mixture of background and foreground 

pixels:                              . This can be 

performed in many ways. For example, Lloyd, [37] 

considered the equal variance Gaussian density function 

which performs minimization of the total misclassification 

error iteratively. While Kittler and Illingworth [38] used a 

minimum error Gaussian density-fitting functions. More 

recently Cho et.al [39], proposed an enhancement  of this 

thresholding technique, by concluding that the means and 

variances determined from the truncated distributions result in 

a bias. But this bias is relevant only when the two histogram 

modes are not distinguishable. 

5.3 Entropy based thresholding 
This kind of thresholding algorithms are based on the entropy 

of the distribution of the gray levels in a scene. Here, 

maximum information transfer is considered to take place by 

maximizing the entropy of the thresholded image [40]. Other 

methods perform minimization of the cross-entropy between 

the input gray level image and the output binary image, as a 

measure of preservation of information [41] or a measure of 

fuzzy entropy [42]. 

 In entropic thresholding [43], the foreground and background 

pixels of the image are considered as two different signal 

sources, and hence when the sum of the two class entropy 

reach its maximum, the thresholding is set to be optimum. In 

[44], the entropic correlation is obtained as: 

                  

                                                 
    

    
 
    

 

  
    

      
 
    

 

 

 

And obtain the threshold that maximizes it. 

5.4 Thresholding based on attribute 

similarity 
In this kind of thresholding algorithms, the thresholding value 

is selected based on some attribute quality or similarity 

measure between the original image and the binarized version 

of the image.  

The attributes taken can be either edge matching [45],shape 

compactness [46], gray level moments[47],connectivity [48] 

or texture[49].In some other algorithms, the similarity 

between the original gray-level image and binary image using 

fuzzy measure [50],or resemblance of the cumulative 

probability distributions [51]. 

5.5 Locally adaptive thresholding 
In this class of thresholding, the thresholding value is 

calculated at each pixel depending on some local statistics like 

range, variance, or surface-fitting parameters of the pixel 

neighbourhood. Thus the threshold        is indicated as a 

function of the coordinates        of each pixel [52], or else 

the determination of foreground or background are indicated 

by a logical variable       . The parameter can be the local 

variance [53], local contrast [54], or center-surround scheme 

[55]. 

6. CLUSTERING MODELS 
The most common image thresholding solution to the image 

segmentation problem is image thresholding. But thresholding 

has many drawbacks. The success of the thresholding 

algorithm depends on the statistical distribution of the 
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changed and unchanged classes, but it is difficult to calculate 

this statistical distribution a single threshold level accurately. 

Also the noise cannot be precisely calculated by using a single 

threshold level. In [56] two techniques based on the Bayes 

theory are proposed. In one technique the decision threshold is 

automatically selected by using Expectation Maximization 

(EM) which maximizes the change detection error assuming 

that the pixels of the difference image are statistically 

independent. In the second approach which is based on 

Markov Random Field (MRF) the difference image is 

analysed by determining the spatial information which is 

available in the neighbourhood of each pixel. In [57] a 2D-

OTSU segmentation which is less sensitive to noise is 

introduced. This is done by combining the spatial information 

of the neighbourhood.      

6.1 Clustering by thresholding  
Otsu [58] proposed suggested an optimum threshold for 

detecting the changes by minimizing the weighted sum of 

within class variance of the foreground and background 

pixels. This method gives better results when the numbers of 

pixels in both classes are equal. This technique is still one of 

the most commonly used techniques for thresholding. 

6.2 K-means clustering  
k-means is one of the most commonly used algorithm   for 

unsupervised learning for solving clustering problem. The 

main aim is to determine the centroids for each cluster. The 

centroids must be placed in an appropriate location since 

inappropriate locations cause wrong results. The next step is 

to assign each point belonging to a given data set to its nearest 

centroid. When all the points in the given data set have been 

associated to a nearest centroid the first step is completed and 

an early classification is done. Then the new k centroids of the 

clusters are recalculated and a new merging has to be done 

between the same data set and the nearest new centroids. A 

loop has been generated. Thus k centroids change their 

location step by step until no more changes are done. The k-

means algorithm aims at minimizing the objective function,                                    

                                 
       

  
   

 
    

where    
       

 
 is the distance measured between                                 

the data point   
    and the cluster centre   , n is the       

number of  data points. 

 In [29] the change map is obtained by combining principal 

component analysis (PCA) and k-means clustering (k=2). 

First PCA is applied to extract the eigen vectors from the non 

overlapping blocks of the difference image, then an     

neighbourhood data is projected into the eigen vector space to 

extract the feature vector for each pixel in the difference 

image. Now the feature vector space is clustered into two by 

using k-means algorithm. The mean feature vector represents 

each cluster. Then for every pixel the minimum Euclidean 

distance between its feature vector and the mean feature 

vector of the clusters is determined to get the change map. 

In [59] the difference image is decomposed into different side 

bands using wavelet transform to get the feature vectors for 

each pixel and the feature vectors are clustered by using k-

means algorithm. 

In [60] in order to consider the non-linearities in the input 

images the k-means algorithm is modified using a kernel 

function. The kernel based procedure is interpreted as 

mapping the data from original input space into a potentially 

higher dimensional feature space where linear method may 

then be used to distinguish changed from unchanged pixels. 

The feature space spanned by kernel function maximizes 

separability between the changed and unchanged pixels. The 

formation of difference image in feature space is done using 

kernel mapping function. 

6.3 Fuzzy C-means clustering  
One of the most popularly used soft clustering technique is   

fuzzy c-means clustering in which each element in a data set 

belongs to two or more clusters. It aims  at the minimization 

of the objective function, 

           
        

  
   

 
          

where m is any real number greater than 1,    is the degree of 

membership of    in the cluster  .    is the    of d-dimensional 

measured data.    is the d-dimension center of the cluster.     

is any norm expressing the similarity between any measured 

data and the center. 

Among the soft clustering techniques, FCM [61] is the most 

commonly used one because of its robustness and detail-

preserving characteristics than other hard clustering 

techniques [62].Although the conventional FCM works well 

on almost all images, since FCM does not take into account 

the spatial information ,it is very sensitive to noise. Hence for 

change detection in synthetic aperture radar images, 

conventional FCM does not provide good results. In SAR 

images a modification of FCM which takes into account the 

spatial information named fuzzy local information c-means 

clustering is used [33]. 

7. ACCURACY ASSESMENT AND 

PERFORMANCE EVALUATION 
The evaluation of performance of change detection algorithms 

can be done visually and quantitatively. The quantitative 

analysis can be done using the ground truth reference and 

check rules. The general approach to obtain ground truth 

reference is to perform field survey with the assistance of 

historical GIS data.  

The visual analysis can be done using flicker animation [63] 

where the registered images are played rapidly with an 

interval of about a second each. When changes occur the 

changed regions seem to flicker else one perceives a steady 

image. In this technique, the change mask is estimated based 

on the effect of flickering. 

To assess the accuracy quantitatively in the absence of ground 

truth reference consistency check rules based on rationality 

evaluation with post classification comparison [64] is also 

used.  

There are several standard techniques by which the binary 

change map can be combined to the ground truth provided the 

ground truth has been established. It can be done by using the 

following quantities. 
The binary classifier generates four outcomes. If the  

predicted output  and the actual value is  p, then it is 

considered a true positive (TP); but if the predicted output is p 

actual value is n then it is regarded  to be a false positive (FP). 

On the other hand, a true negative (TN) occurs when both the 

predicted output and the actual value are n, and false 

negative (FN) occurs when the predicted output is n while the 

actual value is p.  
Rosin [65] described the following methods by which a 

classifiers performance can be quantified: 
1) percentage correct classification  
                                                   
 

2) Jaccard coefficient 

                                        
 

3) Yule coefficient 
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4) accuracy 

                                   
 

For a classifier with tunable parameters the receiver 

operating characteristics is investigated. A ROC space is 

defined by FPR and TPR as x and y axes respectively, which 

depicts relative trade-offs between true positive (benefits) and 

false positive (costs). Since TPR is equivalent with sensitivity 

and FPR is equal to (1−specificity), the ROC graph is 

sometimes called the sensitivity vs. (1 − specificity) plot. 

In order to assess the accuracy, kappa statistic is used. Kappa 

statistic is a measure of accuracy based on agreement 

between, error matrix and chance agreement [66]. If the 

change detection map and the reference image are in complete 

agreement, then the kappa value is 1. If there is no agreement 

among the change detection map and the reference image, the 

kappa value is 0. 

Since the input images are subjected to various noises during 

acquisition, it is necessary to evaluate the robustness of the 

change detection algorithm to noise[67]. It can be done by 

plotting the values of PSNR and tau which can be determined 

as follows: 

             
   

                    
   

 
   

  

Where M and N are number of rows and number of columns 

of the input image,        is the input image in the absence of 

noise and         is the noisy version of the input image. 

    
                   

 
   

 
   

  
 

Where         is the change map generated from the input 

images in the absence of noise and         is change map 

generated by using the noisy version of the input images.  

 

 

8. CONCLUSION  
Change detection finds application in diverse disciplines like 

remote sensing video surveillance etc., In this paper a survey 

of the techniques which have been used and also some of the 

recently used techniques is discussed in this paper. We hope 

that our survey of change detection algorithms , provides an 

insight to an algorithm designer.  
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