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ABSTRACT 

The increase in availability of high performance, low-priced, 

portable digital imaging devices has created an opportunity for 

supplementing traditional scanning for document image acquisition. 

Cameras attached to cellular phones, wearable computers, and 

standalone image or video devices are highly mobile and easy to 

use; they can capture images making them much more versatile 

than desktop scanners. Should gain solutions to the analysis of 

documents captured with such devices become available, there will 

clearly be a demand in many domains. Images captured from 

images can suffer from low resolution, perspective distortion, and 

blur, as well as a complex layout and interaction of the content and 

background. In this paper, we present a survey of application 

domains and technical challenges for the analysis of documents 

captured by digital cameras. Each method is discussed in brief and 

then compared against other approaches. 
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1. INTRODUCTION 
With the increase in growth of camera-based applications available 

on smart phones and portable devices, understanding the pictures 

taken by these devices semantically has gained increasing scope 

from the computer vision community in these years. Among all the 

information contained in the image, text, which carries semantic 

information, could provide valuable clues about the content of the 

image and thus is very important for human as well as computer to 

understand the scenes. For character recognition in the scene, these 

methods [4, 13, 19, 18] directly extract features from the original 

image and uses various classifiers to the character to recognize. 

While for scene text recognition, since there are no Binarization and 

Segmentation stages, most methods that exist [19, 18, 11, 10] take 

up multi-scale sliding window strategy to get the character 

detection results. As sliding window strategy does not make use of 

the special structure information of each character, it will produce 

many false positives. Thus, these methods mainly depends on the 

post processing methods such as pictorial structures [19, 18]. As 

proved by Judd et al. [7], given an image containing text and other 

objects, viewers tend to fixate on text, suggesting the importance of 

text to human. In fact, text recognition is indispensable for a lot of 

applications such as automatic sign reading, language translation, 

navigation and so on. 

 

 

 

 

 

 

Fig. 1.Sample source images in our data set. 

 

Thus, understanding scene text ismore important than ever. The 

following sources of variability still need to be accounted for: (a) 

font style and thickness; (b) background as well as foreground color 

and texture; (c) camera position which can introduce geometric 

distortions; (d) illumination and (e) image resolution. All these 

factors combine to give the problem a flavor of object recognition. 
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2. DETECTION AND RECOGNITION 

METHODS 
Cunzhao Shi et al. [1] proposed a novel scene text recognition 

method using part-based tree-structured character detection, 

different from conventional multi-scale sliding window character 

detection strategy, which does not make use of the character-

specific structure information. They have used part-based tree-

structure to model each type of character so as to detect and 

recognize the characters at the same time. However, Since the text 

in natural images differs from text in traditional scanned document 

in terms of resolution, illumination condition, size and font style, 

the Binarization result is usually unsatisfactory. Moreover, the loss 

of information during the Binarization process is almost 

unrecoverable, which means if the Binarization result is poor, the 

chance of correctly recognizing the text is quite small. As shown in 

Figure 2, the Binarization result is very disappointing, making it 

almost impossible for the following Segmentation And the 

Recognition. We build a tree-structure based model for each type of 

character. Figure 3 shows the models for some characters. Each 

rectangle corresponds to a part-based filter of the character and the 

red lines illustrate the topological relations of the parts. Examples 

of word recognition results of the proposed method as shown in 

Figure 4. 

Devvrat C. Nigam et al. [2] proposed character extraction and edge 

detection algorithm for training the neural network to classify and 

recognize the handwritten characters. In general, handwriting 

recognition is classified into two types as off-line and on-line 

handwriting recognition methods. The on-line Methods have been 

shown to be superior to their off-line counterparts in recognizing 

handwritten characters due to the temporal information available 

with the former. There are basically two main phases in our Paper: 

Pre-processing and Character Recognition. In the first phase, they 

are preprocessing the given scanned document for separating the 

Characters from it and normalizing each characters.  

Initially we specify an input image file, which is opened for reading 

and preprocessing. The image would be in RGB format (usually), 

so we convert it into binary format. To do this, it converts the input 

image to grayscale format (if it is not already an intensity image), 

and then uses threshold to convert this grayscale image to binary 

i.e. all the pixels above a certain threshold as 1 and below it as 

0.The model proved here is as in Figure 5.ShangxuanTian et al. [3] 

propose to recognize the scene text by using an extension of the 

HOG, namely, co-occurrence HOG (Co- HOG) [13] that captures 

gradient orientation of neighboring pixel pairs instead of a single 

image pixel. Co-HOG divides the image into blocks with no 

overlap which is more efficient than HOG with overlapped blocks 

[25]. This is essential in the real-time text recognition system. More 

Importantly, relative location and orientation are considered with 

each neighboring pixel, respectively, which is moreprecise to 

describe the character shape.In addition, Co-HOG Keeps the 

advantages of HOG, i.e., the robustness to varying illumination and 

local geometric transformations. 

 

 

 

 

 

 

 

 

Fig. 2.  Some scene text binarization results 

 

 

 

 

 

 

Fig. 3.  Tree-structured models for some characters 

Jerod J. Weinman et al. [5] propose a probabilistic graphical model 

for STR that brings both bottom-up and top-down information as 

well local and long-distance relationships into a single elegant 

framework. In addition to individual character appearance, our 

model integrates appearance similarity, one underused source of 

information, with local language statistics and a lexicon in a unified 

probabilistic framework to reduce false matches errors in which the 

different characters are given the same label by a factor of four and 

improve overall accuracy by greatly reducing word error. The 

model adapts to the data present in a small sample of text, as 

typically encountered when reading signs, while also using higher 

level knowledge to increase robustness. 

MohanadAlata et al. [6] proposed method was based on a 

combination of an Adaptive Color Reduction (ACR) technique and 

a Page Layout Analysis (PLA) approach. K. AtulNegi, Nikhil 

Shanker and Chandra KanthChereddi [6] presented a system to 

locate, extract and recognize Telugu text. The circular nature of 

Telugu script was exploited for segmenting text regions using the 

Hough Transform. 

 

 

 

 

 

 

 

Fig. 4.Examples of word recognition results of the proposed 

methods 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Illustration of HOG feature extraction: (a) shows a 

character sample which is divided into 4 blocks (the blocks 

overlay with neighboring blocks in implementation). (b) shows 

the corresponding gradient orientation of each block. (c) shows 

the histogram of gradient orientation and concatenated one 

after another to form a HOG feature vector normalized. 
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Isgro et al. [8] have proposed a feature based image mosaicking 

method. In this method, feature points are firstly extracted from one 

of two images to be stitched, and then the corresponding points in 

the other image are calculated. From the corresponding points, a 

Euclidean transformation parameter between the two images is 

estimated. The images are stitched using the Euclidean 

transformation parameter. In the method, an efficient processing is 

realized by step-by-step matching of feature points. However, the 

method is also unable to deal with scaling and perspective distortion 

because the Euclidean transformation includes only translation and 

rotation. Moreover, it cannot deal with significant rotation since the 

correlation technique is used for finding the corresponding points. 

Therefore, the method cannot likewise realize mosaicking of 

camera captured document images. 

Jain et al. [14] perform a color space reduction followed by color 

segmentation and spatial regrouping to detect text. Although 

processing of touching characters is considered by the authors, the 

segmentation phase presents major problems in the case of low 

quality documents, especially video sequences. 

The video indexing system introduced by Sato et al. combines 

closed caption extraction with superimposedcaption (artificial text) 

extraction. The text extraction algorithm is based on the fact that 

text consists of strokes with high contrast and it searches for 

vertical edges which are grouped into rectangles. The authors 

recognized the necessity to improve the quality of the text before 

passing an OCR step. Consequently, they perform an interpolation 

of the detected text rectangles before integrating multiple frames 

into a single enhanced image by taking the minimum/maximum 

value for each pixel. They also introduced an OCR step based on a 

correlation measure. Most of the work in this field is based on 

locating and rectifying the text areas (e.g. (Kumar et al., 2007), 

(Kemp et al., 2002), (Clark and Mirmehdi, 2002) and (Brown et al., 

2007)), followed by the application of OCR techniques (Kise and 

Doermann, 2007). Such approaches are therefore limited to 

scenarios where OCR works well. For natural scenes, some 

researchers have designed systems that integrate text detection, 

segmentation and recognition in A single framework to 

accommodate contextual relationships. For instance, (Tu et al., 

2005) used insights from natural language processing and present a 

Markov chain framework for parsing images. (Jin and Geman, 

2006) Introduced composition machines for constructing 

probabilistic hierarchical image models which accommodate 

contextual relationships. This approach allows re-usability of parts 

among multiple entities and non-Markovian distributions. 

(Weinman and Learned Miller, 2006) Proposed a method that fuses 

image features and language information (such as bi-grams and 

letter case) in a single model and integrates dissimilarity 

information between character images. 

3. CONCLUSION 
In this paper we discussed few of the methods aimed at Document 

Image Processing. We presented a comprehensive review of 

Detection and recognition methods. From the review, it is obvious 

that the results produced from the different techniques are best 

suited for detecting and recognition of text in camera based images. 

This idea cannot be turn into product that easily unless more effort 

and improvement are done. There are still a lot of rooms for 

improvement for this project and also the idea is still in its infancy 

stage. I would like to suggest that the more research and more 

improvements are done to it before put it to test on the market. We 

are taking up the work of images with multi-oriented scene texts, 

with a more challenging dataset that is NEOCR(Natural 

Environmental OCR). 
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