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ABSTRACT 
The objective of this paper is to formulate and determine the 

optimal replenishment policy for a retailer’s EOQ model with 

time dependent deterioration and variable holding cost. Here two 

levels of trade credit policies in which the supplier offers the 

retailer a permissible delay period and the retailer in turn pro-

vides a maximal trade credit period to their customers in a 

supply chain system are considered. Some results have been 

developed to determine the optimal ordering policies for the 

retailer. These results help the retailer to take appropriate inven-

tory decisions. A numerical example is used to highlight the 

application of the EOQ model. Sensitivity analysis of the optim-

al solution with respect to major parameters is carried out. 

Keywords   
Time dependent deteriorating items, EOQ, variable holding cost, 

Trade credit, Permissible delay in payments, Supply chain. 

INTRODUCTION 

Supply Chain Management (SCM) is now at the centre stage of 

manufacturing and service organizations. A simple supply chain 

system can be assumed to have a supplier, retailer and a custom-

er. Trade credit plays an important role in the supply chain sys-

tem. In real life situations the supplier allows a certain fixed 

period to the retailer for settling the amount that the supplier 

owes to the retailer to repay the amount for the items supplied. 

The retailer can sell the goods and earn interest on the revenue 

obtained before the end of the trade credit period. This permissi-

ble delay policy given by the supplier to the retailer is to pro-

mote the sale of these goods and paying later also indirectly 

reduces the cost of holding stock. 

 

Goyal[1] introduced the concept of permissible delay in pay-

ments. Goyal further assumed that the supplier would offer the 

retailer delay period whereas the retailer doesn’t offer such facil-

ity to the customers. This situation defines one level of trade 

credit period. Chand and Ward [2] proposed a different model 

based on Goyal’s problem. The supply chain consisting of the 

supplier, retailer and customers is considered as a situation of 

two levels of trade credit. Yang and Wee [3,4] conducted re-

search on the inventory policy for deteriorating item in the 

supply chain including a single-vendor and multi-buyers.  

 

Compared to the deteriorating items inventory study in a single 

enterprise, the inventory studies in the supply chain emphasize 

how to maintain the stability of the whole system while achiev-

ing the minimum of inventory costs in the supply chain. There-

fore, researchers focused on supply chain coordination mechan-

ism in the deteriorating items inventory problem study. Haung 

[5] extended one level trade credit to an EOQ model with two 

levels of trade credit to develop a retailer’s replenishment policy 

in the supply chain.  

  
 

Mahata and Mahata [6] developed an EOQ model for deteriorat-

ing items with two levels of trade credit financing. Hou and Lin 

[7] derived an optimal policy for a situation in which deteriora-

tion and demand rate are constant. Apart from deterioration the 

holding cost also plays a significant role in EOQ policies. The 

main purpose of this paper is to extend Jui-Jung Liao and Kun-

Jen Chung [8] incorporating variable holding cost under two 

levels of trade credit .This study thus develops an inventory 

model for time dependent deteriorating items, variable holding 

cost and permissible delay in payments. Three cases are dis-

cussed Case I:  T ≥ M. Case II: N  T < M. Case III: T  N. The 

optimal cycle time and order quantity are obtained. Finally nu-

merical example with sensitivity analysis is used to validate the 

model 

2 MODEL FORMULATION 
 Following notations are used in the paper: 

2.1 Notations 

A: ordering cost per order 

s: unit selling price per item 

c: unit purchasing price per item. 

D: demand rate per year 

Ie: interest earned per $ per year 

Ik: interest charged per $ in stock per year by the supplier 

M: the retailer’s trade credit period offered by the supplier in 

years 

N: the maximal trade credit period for customers offered by 

retailer in years 

h(t): unit stock holding cost per unit per year  

T: the cycle time in years 

C(T): the annual total relevant cost 

T*: the optimal cycle time  

In addition, the following assumptions are used throughout: 

2.2  Assumptions 

1. Demand rate is known and constant. 

2. The shortages are not allowed. 

3. Holding cost is a linear function of time h(t)=h+αt, h  0, α  

0 
4. Time period is infinite and replenishment lead time is zero. 

5. The distribution of time to deterioration of the items follows 

exponential distribution with parameter t, 0t1. 

6. IeIk, MN and sc. 

7. The supplier allows a fixed period, M, to settle the account.  

During this fixed period no interest is changed by the supplier 

but beyond this period, interest Ikis charged by the supplier   

under the terms and conditions agreed upon. The account is   

settled completely either at the end of the credit period or at 

the end of the cycle. 

8.The retailer in turn allows a maximal trade credit period N for 

customers to settle the account. If a customer buys one item 

from the retailer at time t belonging to (0,N], then the customer 

will have a trade credit period N- t and makes the payment at 

timeN. 

 Furthermore, the retailer can accumulate revenue and earninter-

est  after the customer pays for the amount of   purchasing cost  
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until the end of the trade credit period offered by the supplier. 

That is, the retailer can accumulate revenue and earn interest 

during the period N to M with rate Ie under the   condition of 

trade credit. 

3 MATHEMATICAL FORMULATIONS 
The depletion of inventory occurs due to combined effect of the 

demand and deterioration in the time interval [0,T]. The            

differential equation governing the instantaneous state of inven-

tory I(t) at some instant of time t is given by 

( )
( ) ,  0

dI t
tI t D t T

dt
    

 

         

(1) 

with the boundary condition I(0) = Q and I(T) = 0. The solution 

of (1) is given by 

 
2
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and the order quantity is  
3

(0)
6

T
Q I D T

 
   

 

          

(3) 

The annual total relevant cost consists of the following elements: 

1. Annual ordering cost  A

T           
(4) 

2. Annual inventory holding cost (excluding interest charges)  
3 2 4

0

1
( ) ( )

2 12 6 40

T
T T T T

h t I t dt hD D
T

 
 

   
       

   


        
(5)

 3. Annual cost of deteriorated units 
2( )

6

c Q DT cD T

T




           
(6) 

4. Regarding interests charged and earned, we have the           

following three cases for discussion: 

Case(I) TM 
                $ 

 

pDT 

 

                                              

 

  

                                         

 

                                                                                Time 

             O              M       N            T 

Figure 1: The total accumulation of interest earned when M  T 

In this case, the sales revenue is utilized to earn interest Ieduring 

the period (N,M). When the account is settled, the item in the   

inventory has to be financed with annual rate Ik. 

Therefore, the annual interest payable is 

2 4 2 3 3 4
( )

2 12 2 6 6 12

T

k

kM

cI I t dt
cI D T T M TM MT T

TM
T T

    
       

 



       
(7) 

From Figure 1, it implies that the retailer sells products and      

deposits the revenue into an account during period (0, N], but   

receives the money at time N. Therefore, sales revenue, sDN, is  

continuously accumulated in the period (N,M) and the interest 

earned from this is sIe, multiplied by the area of NMYZ. In        

addition, the sales revenue from period (N, M) is continuously 

accumulated, so the interest earned thereby is sIe multiplied by 

the area of XYZ. Combining the above argument, the annual 

interest earned is 

2 2

2

M

e

N e

sI Dtdt
sI D

M N
T T
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Case(II) N   T < M 
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Figure 2: The total accumulation of interest earned when N T  

M 

In this case, all the sales revenue is utilized to earn interest with 

annual rate Ieduring the period (N,M) and pays no interest for the 

items kept in stock. Therefore, the annual interest payable is 0, 

and the annual interest earned is 

2 2

( )

2
2

T

e

N e

sI Dtdt DT M T
sI D

MT N T
T T
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Case(III) T   N 

                $ 
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Figure  3: The total accumulation of interest earned when T  N 

In this case, all the sales revenue is utilized to earn interest Iedur-

ing the period (N,M) and pays no interest for the items kept in 

stock as well. Therefore, the annual interest payable is 0, and the 

annual interest earned is 

 

M

e

N
e

sI DTdt

sI D M N
T

 


        

(10) 

From the above arguments, the annual total relevant cost for the 

retailer can be expressed as, 

C(T) = ordering cost + procurement cost + inventory holding 

cost + interest payable – interest earned. 



International Journal of Computer Applications (0975 – 8887)  

International Conference on Innovation in Communication, Information and Computing (ICICIC) 2013 

25 

 

.                                    

1

2

3

( );    

( ) ( );    

( );    

C T if M T

C T C T if N T M

C T if T N




  
 

 

Where 
2 3 2 4

1( )
6 2 12 6 40

A cD T T T T T
C T hD D

T

  


   
        

   

 

2 4 2 3 3 4

2 12 2 6 6 12

kcI D T T M TM MT M
TM

T

    
       

   
2 2

2

esI D
M N

T
   

              

(12)

 
2 3 2 4

2 2

2 ( ) 2
6 2 12 6 40 2

esI DA cD T T T T T
C T hD D MT N T

T T

  


   
              

   

           

(13) 

and
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(14) 

For convenience of discussion, we extend the domain of Ci(T)       

(i= 1, 2, 3) to (0,). Then, equation (12) yields
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(17) 

f(T) is increasing on T >0 . Let T1
* denote the root of C1

’(T) = 0. 

Since limT→∞f(T) = >0, the following results are obtained 

(i) If f(M) <0, then T1
* > M. 

(ii) If f(M) 0, then T1
* = M.         

(18) 

On the other hand, equations (13) and (14) yield 
2 3
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Since C′1(M) = C′2(M) and C′2(N) = C′3(N) , C(T) is continuous 

and well defined on T > 0.  

4 DECISION RULE OF THE OPTIMAL 

CYCLE TIME T
*
 

Consider the equations C′i(T) = 0,  (i = 1, 2, 3)                       

(23) 

If the root of equation (23) exists, then it is unique. Let T*
i                   

(i = 1,2,3) denote the root of equation (23). Further, equations 

(15), (19) and (21) yield that 

C′1(M) = C′2(M)
2 3

2 2

2 2

1

3 2 4 3 10 2
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andC′2(N) = C′3(N) 
2 3

2

1

3 2 4 3 10
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(25) 

C2(T) is convex on T >0 implies that TV C′2(M) > TV C′2(N). 

For convenience, let 
2 3

2 2

1 2 2

1
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and 
2 3

2 2

1

3 2 4 3 10

A cD N N N N
hD D

N

  


   
         

   

       

(27) 

Then Δ1>Δ2. Moreover, equations (26) and (27) yield 

Δ1<0 if and only if C′1(M) <0 if and only if T1
* > M. 

Δ1<0 if and only if C′2(M) <0 if and only if T2
*> M. 

Δ2<0 if and only if C′2(N) <0 if and only if T2
* > N. 

Δ2<0 if and only if C′3(N) <0 if and only if T3
* > N. 

Furthermore, if Δ1 0, then C1(T) is increasing on [M,).The 

above arguments lead to the following results. 

Theorem 1 

1. If Δ1<0, then C(T*) = C(T1
*). Hence T*is T1

*. 

2. If Δ2>0, then C(T*) = C(T3
*). Hence T*is T3

*. 

3. If Δ10 and Δ2<0, then C(T*) = C(T2
*). Hence T*is T2

*. 

Proof: 

1. If Δ1<0, then Δ2<0 implies that T1
* > M, T2

* > M, T2
*> N and 

T3
*> N, respectively. Furthermore, C(T) has the minimum value 

at T = N when T  N, C(T) has the minimum value at T = M 

when N T  M and C(T) has the minimum value at T = T1
* 

when T  M. Since C3(N) = C2(N) > C2(M) and C2(M) = C1(M) 

> C1(T1
*), C(T) has the minimum value at T1

*for T >0. Hence, 

we conclude that C(T*) = C(T1
*). Consequently, T*=  T1

*. 

2. If Δ2>0, then Δ1>0 which implies that T2
* < M, T2

* < N, T3
* < 

N and C1(T) is increasing on [M;1). Furthermore, C(T) has the 

minimum value at T = T3
* when T   N, C(T) has the minimum 

value at T = N when N  T  M and C(T) has the minimum value 

at T = M when T  M. Since C3(T3
*) < C3(N) = C2(N) < C2(M) 

and C2(M) = C1(M), C(T) has the minimum value at T3
* for T >0. 

Hence, we conclude that C(T*) = C(T3
*). Consequently, T*= T3

*. 

3. If Δ1 0 and Δ2<0 which implies that T1
* < M, T2

* < M, T2
* > 

N and T3
*> N. Furthermore, C(T) has the minimum value at T = 

N when TN, C(T) has the minimum value at T = T2
* when  N  

T  M and C(T) has the minimum value at T = M when T  M. 
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Since C3(N) = C2(N) > C2(T2
*) and C2(T2

*) < C2(M) = C3(M). 

Hence, we conclude that C(T*) = C(T2
*). Consequently,  

T*= T2
*. 

5  NUMERICAL EXAMPLES 
To illustrate the optimal policies of the above model, the follow-

ing numerical examples are given. 

Let A = $80 / order, M = 0.3 year, N = 0.25 year, c = $50 / unit,    

s = $60 /unit, h=$4/unit/year, α = 0.015, Ic= $0.20/$/year,            

Ie= 0.15/$/year and  = 0.1  

Example 1: When D = 900 units/year then 1>0 and 2> 0. 

Example 2: When D = 430 units/year then 1>0 and 2< 0. 

Example 3: When D = 150 units/year then 1<0 and 2< 0. 

For various values of (0.1 to 0.4), the optimal value of T and 

C(T) have been computed. Computed results are displayed in  

 

TABLE I: OPTIMAL SOLUTION OF EXAMPLES 

Example1.                               Case(I): TM 

 1 2 T* Q* C(T*) 

0.1 

0.2 

0.3 

0.4 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

0.195307 

0.184140 

0.175457 

0.168391 

175.888046 

165.913315 

158.154373 

151.838394 

385.082428 

412.216553 

436.596985 

458.892090 

Example2.                              Case(II): NTM 

 1 2 T* Q* C(T*) 

0.1 

0.2 

0.3 

0.4 

> 0 

> 0 

> 0 

> 0 

< 0 

< 0 

< 0 

< 0 

0.230483 

0.224548 

0.219290 

0.214578 

99.195435 

96.717926 

94.521423 

92.551765 

374.279022 

397.979645 

420.425171 

441.788788 

Example3.                                 Case(III): TN 

 1 2 T* Q* C(T*) 

0.1 

0.2 

0.3 

0.4 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

0.439994 

0.398322 

0.370108 

0.349049 

66.212051 

60.064289 

55.896431 

52.782616 

298.181488 

298.970520 

304.323944 

311.522644 

For various values of α(0.005 to 0.020), the optimal value of T 

and C(T) have been computed. Computed results are displayed 

in  

Table 2. 

TABLE 2 OPTIMAL SOLUTION OF EXAMPLES 

Example  1 Case(I): TM 

α 1 2 T* Q* C(T*) 

0.005 

0.010 

0.015 

0.020 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

> 0 

0.195332 

0.195320 

0.195307 

0.195294 

175.910599 

175.899765 

175.888046 

175.876328 

385.024902 

385.053680 

385.082428 

385.111237 

Example  2 Case(II): NTM 

α 1 2 T* Q* C(T*) 

0.005 

0.010 

0.015 

0.020 

> 0 

> 0 

> 0 

> 0 

< 0 

< 0 

< 0 

< 0 

0.230496 

0.230490 

0.230483 

0.230477 

99.201042 

99.198456 

99.195435 

99.192856 

374.229980 

374.254089 

374.279022 

374.303131 

Example  3  Case(III): TMN 

α 1 2 T* Q* C(T*) 

0.005 

0.010 

0.015 

0.020 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

< 0 

0.440097 

0.440046 

0.439994 

0.439942 

66.227654 

66.219925 

66.212051 

66.204178 

298.192444 

298.187256 

298.181488 

298.175720 

 

Following observations can be made from the table: 

 Increase in the deterioration parameter decreases the optim-

al cycle time and optimal order quantity but increases the 

total annual cost. 

 Increase in the parameter α has a marginal effect on the       

optimal cycle time, optimal order quantity and the total an-

nual cost. 

CONCLUSION 
In this paper a simple two level supply chain is considered under 

the conditions of permissible delay in payments. The optimal   

policies have been discussed using some decision rules. Theo-

rem 1 gives the solution procedure to find the optimal cycle time 

T*.  Numerical examples are given to illustrate the use of the 

theorem.  Sensitivity analysis is carried with reference to the 

deterioration parameter  and the holding cost parameter α.  
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