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ABSTRACT 

Ad hoc Networks allows for communicating users in 

communication without relying on a infrastructure. The model 

of communication depends on the topology of the network. 

The users rely on the security protocols and security 

algorithms that are part of the network standard. The 

information being exchanged could be text ,image, video 

based on the user‘s requirement. There is a need for 

algorithms to be robust to avoid information loss. The data to 

be transmitted has to be protected from the intruders as it 

could result in reduction of credibility. The paper performs a 

exhaustive study of different security algorithms in ad hoc 

network. It concentrates on understanding the difficulties in 

handling the information I,e image across users.  The paper 

presents a complete survey of the different security algorithms 

available for handling  images. The information to be 

transmitted along with the images also needs to be analyzed 

for its complexity,size and vulnerabity. The paper presents 

research directions for transmitting images in adhoc networks 

in a efficient manner considering the different performance 

parameters that needs to be managed.  

Keywords : Ad hoc Network, security algorithm, key size, 

graph, complexity 

1.  INTRODUCTION 

Adhoc network is a collection of nodes that communicates 

without a infrastructure.Encryption refers to algorithmic 

schemes that encode plain text into non-readable form or 

cipher text, providing privacy. The receiver of the encrypted 

text uses a "key" to decrypt the message, returning it to its 

original plain text form. The key is the trigger mechanism to 

the algorithm. Fig 1.1 shows the encryption process. 

 
 

Fig 1.1:  Encryption and Decryption process 

 

A message is plaintext (sometimes called clear text). The 

process of disguising a message in such a way as to hide its 

substance is encryption. An encrypted message is ciphertext. 

The process of turning ciphertext back into plaintext is 

decryption.  

The art and science of keeping messages secure is 

cryptography, and it is practiced by cryptographers. 

Cryptanalysts are practitioners of cryptanalysis, the art and 

science of breaking  ciphertext; that is, seeing  through the 

disguise. The branch of mathematics  

 

 

encompassing both cryptography and cryptanalysis is 

cryptology and its practitioners are cryptologists. Modern 

cryptologists are generally trained in theoretical mathematics. 

Plaintext is denoted by M, for message, or P, for plaintext. It 

can be a stream of bits, a text file, a bitmap, a stream of 

digitized voice, a digital video image...whatever. As far as a 

computer is concerned, M is simply binary data. (After this 

chapter, this book concerns itself with binary data and 

computer cryptography.) The plaintext can be intended for 

either transmission or storage. In any case, M is the message 

to be encrypted. Ciphertext is denoted by C. It is also binary 

data: sometimes the same size as M, sometimes larger. (By 

combining encryption with compression, C may be smaller 

than M. However, encryption does not accomplish this.) The 

encryption function E, operates on M to produce C. Or, in 

mathematical notation: 

 

E(M) = C 

 

In the reverse process, the decryption function D operates on 

C to produce M: 

 

D(C) = M 

 

Since the whole point of encrypting and then decrypting a 

message is to recover the original plaintext, the following 

identity must hold true: 

 

D(E(M)) = M 

 

They can be categorized into 

1. Symmetric (private) key encryption. 

2. Asymmetric (public) key encryption 

 

(i) Symmetric Algorithms 

 

There are two general types of key-based algorithms: 

symmetric and public-key. Symmetric algorithms, sometimes 

called conventional algorithms, are algorithms where the 

encryption key can be calculated from the decryption key and 

vice versa. In most symmetric algorithms, the encryption key 

and the decryption key are the same. These algorithms, also 

called secret-key algorithms, single key algorithms, or one-

key algorithms, require that the sender and receiver agree on a 

key before they can communicate securely. The security of a 

symmetric algorithm rests in the key; divulging the key means 

that anyone could encrypt and decrypt messages .As long as 

the communication needs to remain secret, the key must 

remain secret. Encryption and decryption with a symmetric 

algorithm are denoted by:                                            

EK(M) = C 

DK(C) = M 

Symmetric algorithms can be divided into two categories. 

Some operate on the plaintext a single bit (or sometimes byte) 

at a time; these are called stream algorithms or stream ciphers. 

Encrypt Decrypt 

Key Key 
 

plaintext 

 

   ciphertext plaintext 
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Others operate on the plaintext in groups of bits. The groups 

of bits are called blocks, and the algorithms are called block 

algorithms or block ciphers. For modern computer algorithms, 

a typical block size is 64 bits large enough to preclude 

analysis and small enough to be workable. (Before computers, 

algorithms generally operated on plaintext one character at a 

time. You can think of this as a stream algorithm operating on 

a stream of characters.) 

 

(ii) Public-Key Algorithms 

 

Public-key algorithms (also called asymmetric algorithms) are 

designed so that the key used for encryption is different from 

the key used for decryption. Furthermore, the decryption key 

cannot (at least in any reasonable amount of time) be 

calculated from the encryption key. The algorithms are called 

―public-key‖ because the encryption key can be made public: 

A complete stranger can use the encryption key to encrypt a 

message, but only a specific person with the corresponding 

decryption key can decrypt the message. In these systems, the 

encryption key is often called the public key, and the 

decryption key is often called the private key. The private key 

is sometimes also called the secret key, but to avoid confusion 

with symmetric algorithms, that tag won‘t be used here. 

Encryption using public key K is denoted by: 

 

EK(M) = C 

 

Even though the public key and private key are different, 

decryption with the corresponding private key is denoted by: 

 

DK(C) = M 

 

Sometimes, messages will be encrypted with the private key 

and decrypted with the public key; this is used in digital 

signatures (see Section 2.6). Despite the possible confusion, 

these operations are denoted by, respectively: 

 

EK (M) = C 

DK (C) = M 

 

Asymmetric encryption techniques are almost 1000 times 

slower than Symmetric techniques, because they require more 

computational processing power. 

 

2. RELATED WORK 

Different Types of Image Encryption 

Schemes 
In order to transmit secret images to other people, a variety of 

encryption schemes have been proposed. Current image 

encryption schemes are introduced briefly here. 

 

2.1  Visual Cryptography for Color Images 
Visual cryptography uses the characteristics of human vision 

to decrypt encrypted images. It needs neither cryptography 

knowledge nor complex computation. For security concerns, 

it also ensures that hackers cannot perceive any clues about a 

secret image from individual cover images. Young-Chang 

Hou [9] have proposed three methods for visual cryptography. 

Gray-level visual cryptography method first transforms the 

gray-level image into a halftone image and then generates two 

transparencies of visual cryptography. Obviously, we indeed 

cannot detect any information about the secret image from the 

two sharing transparencies individually, but when stacking 

them together, the result clearly shows the secret image. 

Method 1 uses four halftone images, cyan, magenta, yellow 

and black, to share the secret image. The codes of the four 

sharing images are fully disordered, and we cannot perceive 

any clue of the original secret image from any single sharing 

image. Method 2 reduces the inconvenience of Method 1 and 

requires only two sharing images to encrypt a secret image. 

However, after stacking the sharing images generated by 

Method 2, the range of color contrast will be 25% of that of 

the original image. Method 3 loses less image contrast, which 

is better than Method 2. 

 

2.2 A New Chaotic Image Encryption 

Algorithm 
 

Jui-Cheng Yen and Jiun-In Guo [8] have proposed a new 

image encryption scheme based on a chaotic system. In their 

method, an unpredictable chaotic sequence is generated. It is 

used to create a binary sequence again. According to the 

binary sequence, an image's pixels are rearranged. This 

algorithm has four steps. Step-1 determines a chaotic system 

and its initial point x(0), row size M and column size N of the 

image f, iteration number no, and constants   , , and μ 

used to determine the rotation number. Step-2 generates the 

chaotic sequence from the chaotic system. Step-3 generates 

the binary sequence. Step-4 includes special functions to 

rearrange image pixels. These functions are 

ROLR  l 
i,p

 : f  f’ is defined to rotate each pixel in the  i th 

row in f, 0   i   M -1, in the left direction  p pixels  if  l 

equals 0 or in the right direction  p pixels if l equals1. 

ROUD l 
j,p

 : f  f’ is defined to rotate each pixel in the jth 

column in f, 0   i   N -1, in the up direction  p pixels if l 

equals 0 or in the down direction p pixels if l equals 1. 

ROUR l 
k,p

 : f  f’  is defined to rotate each pixel at position 

(x,y) in the image f such that x + y = k, 0   k   M  + N-2, in 

the upper-right direction  p pixels if l is equal to 1 or in the 

lower-left direction  p pixels if l is equal to 0. 

ROUL l 
k,p

 : f  f’  is defined to rotate each pixel at position 

(x,y) in the image f such that x-y=k, - (N - 1 )   k   M-1, in 

the upper-left direction  p pixels if l is equal to 0 or in the 

lower-right direction  p pixels if l is equal to 1. 

 

2.3 Block Cipher Algorithms (using Image 

Encryption) 
Many encryption algorithms[13] are widely available and 

used in information security. They can be categorized into 

Symmetric (private) and Asymmetric (public) keys encryption 

(Fig 3.1). In Symmetric keys encryption or secret key 

encryption, only one key is used to encrypt and decrypt data. 

The key should be distributed before transmission between 

entities. If weak key is used in algorithm then every one may 

decrypt the data. Strength of Symmetric key [3] encryption 

depends on the size of key used. For the same algorithm, 

encryption using longer key is harder to break than the one 

done using smaller key.  

Asymmetric key encryption or public key encryption is used 

to solve the problem of key distribution. In Asymmetric keys, 

two keys are used; private and public keys. Public key is used 

for encryption and private key is used for decryption .Because 

users tend to use two keys: public key, which is known to the 

public and private key which is known only to the user. There 

is no need for distributing them prior to transmission. 
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functions, computationally intensive 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Fig 2.1:  Overview of the field of cryptography 

 

 

2.3.1 Image File Formats  
 

They are standardized means of organizing and storing 

images. This entry is about digital image formats used to store 

photographic and other images; (for disk-image file formats 

see Disk image). Image files are composed of 

either pixel or vector (geometric) data that are rasterized to 

pixels when displayed (with few exceptions) in a vector 

graphic display. The pixels that compose an image are ordered 

as a grid (columns and rows); each pixel consists of numbers 

representing magnitudes of brightness and color. 

Image file size—expressed as the number of bytes—increases 

with the number of pixels composing an image, and the colour 

depth of the pixels. The greater the number of rows and 

columns, the greater the image resolution, and the larger the 

file. Also, each pixel of an image increases in size when its 

colour depth increases—an 8-bit pixel (1 byte) stores 256 

colours, a 24-bit pixel (3 bytes) stores 16 million colors, the 

latter known as true color. 

Image compression uses algorithms to decrease the size of a 

file. High resolution cameras produce large image files, 

ranging from hundreds of kilobytes to megabytes, per the 

camera's resolution and the image-storage format capacity. 

High resolution digital cameras record 12 megapixel (1MP = 

1,000,000 pixels / 1 million) images, or more, in truecolor. 

For example, an image recorded by a 12 MP camera; since 

each pixel uses 3 bytes to record truecolor, the uncompressed 

image would occupy 36,000,000 bytes of memory—a great 

amount of digital storage for one image, given that cameras 

must record and store many images to be practical. Faced with 

large file sizes, both within the camera and a storage disc, 

image file formats were developed to store such large images. 

An overview of the major graphic file formats follows below. 

Major Graphic file formats- Including proprietary types, there 

are hundreds of image file types. The PNG, JPEG, and GIF 

formats are most often used to display images on the Internet. 

These graphic formats are listed and briefly described  below, 

separated into  the two main families of graphics: raster and 

vector. 

 

2.3.1.1 JPEG  
JPEG (Joint  Photographic Experts Group) files are (in most 

cases) a lossy format; the DOS filename 

extension is JPG (other operating systems may use JPEG). 

Nearly every digital camera can save images in the JPEG 

format, which supports 8 bits per color (red, green, blue) for a 

24-bit total, producing relatively small files. When not too 

great, the compression does not noticeably detract from the 

image's quality, but JPEG files suffer generational degradation 

when repeatedly edited and saved. Photographic images may 

be better stored in a lossless non-JPEG format if they will be 

re-edited, or if small "artifacts" (blemishes caused by the 

JPEG's compression algorithm) are unacceptable.  
 

2.3.1.2 TIFF 
The TIFF (Tagged Image File Format) is a flexible format that 

normally saves 8 bits or 16 bits per color (red, green, blue) for 

24-bit and 48-bit totals, respectively, using either the TIFF or 

the TIF filenames. The TIFF's flexibility is both blessing and 

curse, because no single reader reads every type of TIFF file. 

TIFFs are lossy and lossless; some offer relatively good 

lossless compression for bi-level (black&white) images. Some 

digital cameras can save in TIFF format, using 

the LZWcompression algorithm for lossless storage. The TIFF 

image format is not widely supported by web browsers. TIFF 

remains widely accepted as a photograph file standard in the 

printing business. The TIFF can handle device-specific colour 

spaces, such as the CMYK defined by a particular set of 

printing press inks. OCR (Optical Character Recognition) 

software packages commonly generate some 

(often monochromatic) form of TIFF image for scanned text 

pages. 

 

2.3.1.3 PNG 
The PNG (Portable Network Graphics) file format was 

created as the free, open-source successor to the GIF. The 

PNG file format supports truecolor (16 million colors) while 

the GIF supports only 256 colors. The PNG file excels when 

the image has large, uniformly colored areas. The lossless 

PNG format is best suited for editing pictures, and the lossy 

formats, like JPG, are best for the final distribution of 

photographic images, because JPG files are smaller than PNG 

files. PNG, an extensible file format for the lossless, portable, 

well-compressed storage of raster images. PNG provides a 

patent-free replacement for GIF and can also replace many 

common uses of TIFF. Indexed-color, grayscale, and truecolor 

images are supported, plus an optional alpha channel. PNG is 

designed to work well in online viewing applications, such as 

the World Wide Web, so it is fully streamable with a 

progressive display option. PNG is robust, providing both full 

file integrity checking and simple detection of common 

transmission errors.  

 

2.3.1.4 GIF 
GIF (Graphics Interchange Format) is limited to an 8-bit 

palette, or 256 colors. This makes the GIF format suitable for 

storing graphics with relatively few colors such as simple 

diagrams, shapes, logos and cartoon style images. The GIF 

format supports animation and is still widely used to provide 

image animation effects. It also uses a lossless compression 

that is more effective when large areas have a single color, 

and ineffective for detailed images or dithered images. 

 

2.3.1.5 BMP 
The BMP file format (Windows bitmap) handles graphics 

files within the Microsoft Windows OS. Typically, BMP files 

are uncompressed, hence they are large; the advantage is their 

simplicity, wide acceptance, and use in Windows programs. 
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2.4 Gray Scale Image Encryption 
Existing system contains symmetric block cipher algorithms 

for gray scale [4] Bitmap image encryption. Symmetric means 

the key used for encryption and decryption is the same, while 

block means the data (information) to be encrypted is divided 

into blocks of equal length.  

 

Bitmap (BMP) image is a type of uncompressed image format 

which preserves all information about the image data. The 

encryption process has two inputs, the plaintext (data image) 

and the encryption key. To encrypt an image, its header is 

excluded and the start of the bitmap‘s pixels or array begins 

right after the header of the file. The bytes of the array are 

stored in row order from left to right with each row 

representing one scan line of the image. The rows of the 

image are encrypted from top to bottom. RC6, AES block 

ciphers used there. The key length for algorithms is 16 bytes 

(128 bits). In the decryption process, the encrypted image is 

divided into the same block length of each algorithm from top 

to bottom. The first block is entered to the decryption function 

of each algorithm and the same encryption key is used to 

decrypt the image but the application of sub-keys is reversed. 

The process of decryption is continued with other blocks of 

the image from top to bottom. The bitmap image encryption 

will be done with three modes of operation, the Electronic 

Code Book (ECB) mode, the Cipher Block Chaining (CBC) 

mode, and the Output Feed Back (OFB) mode. 

 

In image contains large amount of data, the ECB mode may 

not be secure. If the message is highly structured, it may be 

possible for a cryptanalyst to exploit these regularities. For 

example, if it is known that the message always starts out with 

certain predefined fields, then the cryptanalyst may have a 

number of known plaintext-ciphertext pairs to work with. If 

the message has repetitive elements, with a period of 

repetition a multiple of b bits, then these elements can be 

identified by the analyst. This may help in the analysis or may 

provide an opportunity for substituting or rearranging blocks. 

 

2.5   Color Image Encryption 
A pixel in a color image is represented in three values Red, 

Green, Blue. This preserves all information about the image 

data. The encryption process has two inputs, the plaintext 

(data image) and the encryption key. To encrypt an image, the 

color image pixels or array begins right the file. The bytes of 

the array are stored in row order from left to right with each 

row representing one scan line of the image. The rows of the 

image are encrypted from top to bottom. The key length for 

the four algorithms is 16 bytes (128 bits). In the decryption 

process, the encrypted image is divided into the same block 

length of each algorithm from top to bottom. The first block is 

entered to the decryption function of each algorithm and the 

same encryption key is used to decrypt the image but the 

application of sub-keys is reversed. The process of decryption 

is continued with other blocks of the image from top to 

bottom. The bitmap image encryption will be done with three 

modes of operation, the Electronic Code Book (ECB) mode, 

the Cipher Block Chaining (CBC) mode, and the Output Feed 

Back (OFB) mode. The color images, JPEG, PNG, TIF, and 

BMP. Image data can be either indexed or true color. An 

indexed image stores colors as an array of indices into the 

figure color map. A true color image does not use a color 

map; instead, the color values for each pixel are stored 

directly as RGB triplets. 

 

2.6 Performance Parameters 

One of the important factors in examining the encrypted 

image is the visual inspection where the highly disappeared 

features of the image the better the encryption algorithm. But 

depending on the visual inspection only is not enough in 

judging the complete hiding of the content of the data image. 

So, other measuring techniques are considered to evaluate the 

degree of encryption quantitatively. With the implementation 

of an encryption algorithm to an image, a change takes place 

in pixel values as compared to the values before encryption. 

Such change may be irregular. Apparently this means that the 

higher the change in pixel values, the more effective will be 

the image encryption and hence the quality of encryption. So, 

the quality of encryption may be expressed in terms of the 

total deviation (changes) in pixel values between the original 

image and the encrypted one [11].In addition to the visual 

inspection, three measuring quality factors will be considered 

to evaluate and compare between the three encryption 

algorithms RC6, RC5,Blowfish,AES. These factors are the 

maximum deviation, the correlation coefficient and irregular 

deviation [12].   

 

2.6.1 The Maximum Deviation Measuring 

Factor 
 

The maximum deviation measures the quality of encryption in 

terms of how it maximizes the deviation between the original 

and the encrypted images [11]. The steps of this measure will 

be done as follows: 

1) Count the number of pixels of each grayscale value in the 

range from 0 to 255 and present the results graphically (in the 

form of curves) for both original and encrypted images (i.e.; 

get their histogram distributions). 

2) Compute the absolute difference or deviation between the 

two curves and present it graphically. 

3) Count the area under the absolute difference curve, which 

is the sum of deviations (D) and this represents the encryption 

quality. D is given by the following equation: 

 
Where hi is the amplitude of the absolute difference curve at 

value i. Of course, the higher the value of D, the more the 

encrypted image is deviated from the original image.  

 

2.6.2 The Correlation Coefficient Measuring 

Factor 
 

Correlation is a measure of the relationship between two 

variables. If the two variables are the image and its 

encryption, then they are in perfect correlation (i.e.; the 

Correlation coefficient equals one) if they are highly 

dependent (identical). In this case the encrypted image is the 

same as the original image and the encryption process failed 

in hiding the details of the original image. If the correlation 

coefficient equals zero, then the original image and its 

encryption are totally different, i.e., the encrypted image has 

no features and highly independent on the original image. If 

the correlation coefficient (C.C) equals -1, this means the 

encrypted image is the negative of the original image. So, 

success of the encryption process means smaller values of the 

C.C. The C.C is measured by the following equation: 
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Where    , and x and y are gray-scale 

pixel values of the original and encrypted images.  

 

2.6.3 The Irregular Deviation Measuring Factor 
 

This quality measuring factor is based on how much the 

deviation caused by encryption (on the encrypted image) is 

irregular [12]. It gives an attention to each individual pixel 

value and the deviation caused at every location of the input 

image before getting the histogram as described in [10] which 

does not preserve any information about the location of the 

pixels. This method can be summarized in the following steps: 

1) Calculate the ‗D‘ matrix which represents the absolute 

values of the difference between each pixel values before and 

after encryption. So, D can be represented as: 

D =| I − J | 

Where I is the input image, and J is the encrypted image. 

2) Construct the histogram distribution ‗H‘ of the absolute 

deviation between the input image and the encrypted image. 

So, H = histogram (D). 

3) Get the average value of how many pixels are deviated at 

every deviation value (i.e., the number of pixels at the 

histogram if the statistical distribution of the deviation matrix 

is a uniform distribution). This average (DC) value can be 

calculated as: 

 
Where hi is the amplitude of the absolute difference histogram 

at the value i. 

4) Subtract this average from the deviation histogram, then 

take the absolute value of the result. 

AC (i) =| H(i) − DC | 

5) Count the area under the absolute AC value curve, which is 

the sum of variations of the deviation histogram from the 

uniformly distributed histogram. 

 

ID  

The lower the ID value, the better the encryption algorithm. 

 

3.  CONCLUSION 

This paper presents a set of approaches for handling image 

security. The different performance parameters that are part of 

the study are completed and presented. The paper could be 

extended by analyzing the computational part of the 

approaches in real domain. This can be extended in the 

following directions: 

(i)  A suitable application could be selected and the approach 

can                                                         be implemented 

an the feasibility of the image security algorithms can be 

completed. 

(ii)  The features can be extracted and the approach can be 

trained to minimize the error rate. 

(iii) The approach can be extended with neural network and 

fuzzy approaches. 

(iv) Varied Data set can be collected in real time and the 

camera characteristics can be analyzed. 

(v)  A complete performance estimation can be done based on 

Time Complexity ,Visual inspection, Quality 

measurements, Histogram Analysis 
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