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ABSTRACT 

Mammography is an effective way that has demonstrated the 

ability to detect breast cancer at early stages with high 

sensitivity and specificity. Due to textural variation in image 

intensity , diagnosis performance varies from 60% to 80% in 

manual reading of mammogram .This paper demonstrates a 

novel approach for classifying mammograms by computer 

aided design using image processing and data mining 

techniques. This experiment consists of four stages namely 

preprocessing, segmentation, extraction of features and 

classification. In preprocessing the breast image is 

standardized. Then suspicious regions of cancer are acquired 

from mammogram by K-means clustering technique. Features 

are extracted from these region and  are given as input to the 

pretrained decision tree based classifier, which in turn 

classifies the mammogram into normal, benign and malignant. 

The system has very high accuracy and has been verified with 

the ground truth given in the database (mini-MIAS database 

& DDSM). The false negative rate was as very low compared 

to the other existing methods. 
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1. INTRODUCTION 
Breast cancer ranks as one of the leading cancer types in the 

number of new cases diagnosed and is second only to lung 

cancer as the most prevalent cause of cancer death in women. 

In 2010 the American Cancer Society reported approximately 

209,060 new cases of breast cancer and 40,230 deaths due to 

breast cancer[12]. It is important to note that men also 

develop breast cancer. Approximately 390 of the reported 

deaths due to breast cancer in 2010 was men[12]. The high 

incidence of breast cancer in women, especially from 

developed countries, has increased significantly in recent 

years. The etiologies of this disease are not clear and neither 

are the reasons for the increased number of cases. Currently 

there are no methods to prevent breast cancer that is why early 

detection represents a very important factor in cancer 

treatment and allows reaching a high survival rate.  

Mammography is the process of using low-dose amplitude-X-

rays (usually around 0.7 mSv) to examine the human breast 

and is used as a diagnostic as well as a screening tool. In a 

mammogram, breast regions  can be divided into background, 

fat tissue, breast parenchyma and tumors with increasing 

intensity levels. Tumors are radiolucent and appear bright in 

the image. Mammograms are considered the most reliable 

method in early detection of cancer[8]. Normally 

mammogram readings are performed by radiologists. Large 

number of mammograms generated by screening of 

population must be diagnosed by relatively few radiologists. It 

is difficult to provide accurate diagnosis due to variety of 

factors such as poor quality of image, benign appearance of 

lesions, eye fatigue factor, and difficulty due to bright zone of 

the objects on mammogram. So that the performance of the 

radiologists varies from 65% to 85% [12]. Due to the above 

mentioned regions a variety of computer assisted detection 

techniques have been proposed. In order to improve the 

accuracy of interpretation CAD involves two major process 

computer aided detection (CADe) and Computer Aided 

Diagnosis (CADi). Developing CAD algorithm using 

extracted textures from breast profile region would reduce 

number of unnecessary biopsies in patients with benign 

disease and thus avoid physical and mental suffering of 

patients. Thus CAD acts as a second reader and assists 

radiologist for accurate and efficient detection of cancer cells 

in the earlier stages. Thus the combination of CAD scheme 

and expert’s knowledge will greatly improve the detection 

accuracy. 

In this experimental study, digital mammogram images that 

were provided from online mammogram database (MIAS 

database]. Each image is segmented and significant features 

are computed from them.   

2. PROBLEM DEFNITION 

Digital mammograms are among the most difficult medical 

images to be read due to their low contrast and differences in 

the types of tissues. Important visual clues of breast cancer 

include preliminary signs of masses and calcification clusters. 

Unfortunately, at the early stages of breast cancer, these signs 

are very subtle and varied in appearance, making diagnosis 

difficult, challenging even for specialists for classifying a 

benign and malignant tumors. This is the main reason for the 

development of classification systems using image processing 

and data mining techniques to assist specialists in medical 

institutions. This paper attempts to classifies the digital 

mammograms into three categories: normal, benign and 

malignant. The normal ones those characterizing a healthy 

patient, the benign ones represent mammograms showing a 

tumor, but that tumor is not formed by cancerous cells, and 

the malignant ones are those mammograms taken from 

patients with cancerous tumors. 

2. SYSTEM DEVELOPMENT          

METHODOLOG 
This include mainly six stages as shown in figure 1[4]. 

http://www.cancerquest.org/breast-cancer-introduction.html?gclid=CNzd05engLMCFc166wodSDoAIw
http://en.wikipedia.org/w/index.php?title=Amplitude-X-ray&action=edit&redlink=1
http://en.wikipedia.org/w/index.php?title=Amplitude-X-ray&action=edit&redlink=1
http://en.wikipedia.org/wiki/Breast
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Fig.  1: System development methodology 

 

2.1 Image Acquisition 
Obtaining the mammogram in the digital format is Image 

Acquisition.  The images required for training the classifier 

and testing the classifier are stored in the data base. We use 

the digital database for screening mammography (DDSM) 

which is a publicly available database of digitized screen 

filmed mammograms. It contains 2620cases. In image 

acquisition no actual scanning is involved, but the images are 

accessed from pre-defined data base [10]. The images used for 

training and testing are in “.pgm” format. . 

2.2 Preprocessing 
Almost 50% of the mammogram image contain background 

.Two steps involved in preprocessing is noise removal and 

contrast enhancement[2].Existing artifacts like written labels 

are removed from the image by image cropping operations. 

The pruning of images removes nearly all the background 

noise using median filters[1].Image enhancement helps in 

qualitative improvement of the image with respect to a 

specific application. Enhancement can be done either in the 

spatial domain or in the frequency domain[2]. Here we work 

with the spatial domain and directly deal with the image plane 

itself. In order to diminish the effect of over-brightness or 

over-darkness in images, and at the same time accentuate the 

image features, we applied the Max-Min Equalization 

method, which is a widely used technique.  In this type of 

image equalization technique the maximum pixel value of the 

image is made 255. The minimum pixel value is made zero. 

The intermediate pixel values are varied according to equation 

given below,    

 

Enhanced image is shown in figure 2. 

 

Fig.  2: Image before and after enhancement 

2.3 Segmentation 
The aim of the segmentation process is to extract the 

abnormal regions or regions with high probability of 

abnormality that is the Region of Interest (ROI). The result of 

image segmentation is a set of segments that collectively 

cover the entire image, or set of contours extracted from the 

image[2]. Each of the pixels in the region are similar with 

respect to some characteristic or computed properly, such as 

color, intensity, or texture are significantly different with 

respect to the same characteristic. Clustering algorithms can 

be applied to solve the segmentation problem. They consist in 

choosing an initial pixel or region that belongs to one object 

of interest, followed by an iterative process of neighborhood’s 

analysis, deciding if whether each neighboring pixel belongs 

or not to the same object. This paper proposes a K-means 

segmentation method for detection of masses in digital 

mammograms[10]. 

Consider a  histogram of a digital image with gray levels in 

the range [0, L-1].It is a discrete function h(rk) = nk, where rk 

is the kth gray level and nk is the number of pixels in the image 

having gray level rk. A histogram is a function mi that counts 

the number of observations that fall into each of the disjoint 

categories (known as bins). Let n be the total number of 

observations and k be the total number of bins, the 

histogram mi meets the following conditions:  

 

.Given a set of observations (x1, x2, …,xn), where each 

observation is a d-dimensional real vector, k-means clustering 

aims to partition the n observations into k sets 

(k ≤ n) S = {S1, S2, …, Sk} so as to minimize the within-cluster 

sum of squares (WCSS): 
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Where μi is the mean of points in Si. Given an initial set of k 

means m1…mk, the algorithm proceeds by alternating between 

two steps: Assign each observation to the cluster with the 

closest mean 

 

Calculate the new means to be the centroid of the observations 

in the cluster. 

 

The Random Partition method first randomly assigns a cluster 

to each observation and then proceeds to compute the initial 

means which is the centroid of the cluster's randomly assigned 

points. The results of the segmentation of Mammogram image 

is shown below: 

 

 

Fig 3:  Segmented region 

2.4 Feature Extraction  
Transforming the input data into the set of features is called 

features extraction. If the features extracted are carefully 

chosen it is expected that the features set will extract the 

relevant information from the input data in order to perform 

the desired task using this reduced representation instead of 

the full size input. The traditional goal of feature extraction is 

to characterize an object to be recognized by measurements 

whose values very similar for objects in same category and 

very different for object in different category[3]. Following 

feature values are extracted from the segmented images[7]. 

1.Mean:The mean, m of the pixel values in the defined 

window, estimates the value in the image in which central 

clustering occurs. The mean can be calculated using the 

formula: 

 

Where p (i, j) is the pixel value at point (i, j) of an image of 

size M x N. 

2. Standard Deviation: The Standard Deviation, s is the 

estimate of the mean square deviation of grey pixel value p(i, 

j) from its mean value m. Standard deviation describes the 

dispersion within a local region. It is determined using the 

formula: 

 

3. Energy: Energy returns the sum of squared elements in 

Image. Energy is also known as uniformity. The formula for 

finding energy is given in below equation: 

 

4. Entropy: Entropy is a statistical measure of randomness 

that can be used to characterize the texture of the input image. 

Entropy, h can also be used to describe the distribution 

variation in a region. Overall Entropy of the image can be 

calculated as: 

 

Where, Pr is the probability of the k-th grey level. 

5. Skewness: Skewness, S characterizes the degree of 

asymmetry of a pixel distribution in the specified window 

around its mean. Skewness is a pure number that characterizes 

only the shape of the distribution. It is given by 

 

Where, m and σ are the mean and standard deviation 

respectively. 

6. Kurtosis: Kurtosis, K measures the peakness or flatness of 

a distribution relative to a normal distribution. The 

conventional definition of kurtosis is: 
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Where the -3 term makes the value zero for a normal 

distribution. 

7.Autocorrelation: Autocorrelation is the cross-correlation of 

a signal with itself. Informally, it is the similarity between 

observations as a function of the time separation between 

them. It is a mathematical tool for finding repeating 

patterns[11]. 

 

2.5 Classification 
For classification of samples, we have employed the freely 

available Machine Learning package, WEKA (Waikato 

Environment for Knowledge Analysis) to train our data set 

using J48 decision tree method. A special type of classifier is 

the decision tree which is trained by an iterative selection of 

individual features that are most salient at each node of the 

tree[5] .The main advantage of the tree classifier, besides its 

speed, is the possibility to interpret the decision rule in terms 

of individual features. 

3. EXPERIMENTAL RESULTS 
Ninety mammogram images (30 images from each class) are 

given as test data to the classifier. It was found that out of 90 

images, 83 images were rightly classified and remaining 7 

were misclassified to other categories.  

Confusion matrix is shown in Table 1, 

TABLE 1 CONFUSION MATRIX 

 

The matrix clearly shows that out of 30 normal images 29 

were correctly classified as normal and 1 was misclassified as 

benign. Among the 30 benign images fed to the system 26 

were rightly classified as benign and 4 was wrongly classified 

to malignant. Among 30 malignant images 27 were correctly 

classified and 3 was misclassified to benign. 
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Fig 4: Structure of Decision tree 

Normal Benign Malignant 

 29 0 0 Normal 

1 26 3 Benign 

0 4 27 Malignant 
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Fig.5: Output Snapshot 
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