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ABSTRACT 

This paper review‟s the origins of basic mean shift algorithm, 

as being a procedure which iteratively moves data points to 

the average of data points and its extension to the field of 

object tracking. Tracking of any given object forms integral 

part in surveillance, control and analysis applications. The 

video tracker presented here works on the principle of mean 

shift algorithm. However tracker is challenged when there 

tends to be low illumination, scaling, occlusions and multiple 

tracking. To tackle these problems, improvements are made in 

existing mean shift tracking algorithm of which a few are 

reviewed and studied. 
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1. INTRODUCTION 
Given a set of sample data points whose probability density 
function (pdf) is unknown, density estimation is used to 

determine the unknown pdf by observing the data samples. 

B.W Silverman in [1] describes methods to estimate the 

density from the given data. The two approaches to estimate 

the density are parametric and non-parametric methods. Non-

parametric methods of density estimation have fewer 

assumptions. In most cases non-parametric methods are used 

to determine the density of a given sample region. K. 

Fukunaga and Hostetler in [2] used sample observation and 

estimated the gradient of density function. From the 

expression obtained it is clearly seen that for a given sample 

region, simple mean shift about the point is obtained. Thus a 

key idea of mean shift was introduced by estimating the 

gradient of density function. Cheng [3] generalized the mean 

shift algorithm and proved that mean shift is gradient ascent. 

He introduced the concept of „shadow‟ of kernel and that 

mean shift performed on any kernel is gradient ascent on 

density estimated with its shadow. D.Comaniciu in [4] 

extended the concept of mean shift to object tracking .Object 

tracking starts with obtaining the initial frame also called the 

reference frame and selecting the object of interest. The target 

is tracked in next sequence of subsequent frames to repeat 

until end of frames. [5] The aim of an object tracker is to 

generate the trajectory of an object over time by locating its 

position in every frame of the video. The use of object 

tracking has many vision applications such as video 

surveillance, traffic monitoring, robot vision, animation and 

defense areas. [5][6][7] Tracking faces challenges with low-

illumination, occlusions, scale changes and multi-tracking. [8] 

Enormous improvements have been made in the mean shift 

tracking algorithm. Our paper reviews the origins of basic 

mean shift algorithm, extensions to object tracking and 

improvements like effective target representation, illumination 

invariant mean shift tracking, and making the tracker scale 

adaptive. This paper is organized as follows. Section 2 

discusses basic mean shift algorithm Section 3 shows mean 

shift extended to tracking Section 4 Improvements in the 

existing tracking using mean shift algorithms and followed by 

conclusion in Section 5.  

2. Basic Mean Shift 
Some of the non-parametric methods used to determine the 

density estimate are histogram, naïve estimator, kernel 

estimator [1]. Kernel estimator is used mostly due to its 

advantages over the other two. Kernel estimator is given by 

the formula [8]:  

                           𝑓  𝑥 =
1

𝑛𝑑
 𝐾  

𝑥−𝑥𝑖


 𝑛

𝑖=1                           (1) 

Where a given set  𝑥𝑖 𝑖=1..𝑛  of n points in the d-dimensional 

space 𝑅𝑑 ,𝐾 𝑥  is the kernel with window radius (also known 

as bandwidth) h computed for point x. 

The radially symmetric kernel is defined as, 

                             𝐾 𝑥 = 𝑐𝑘𝑘  𝑥 
2                                   (2) 

Where 𝑘 𝑥  is referred to as profile of the kernel K, the 

commonly used kernels are epanechnikov and Gaussian 

kernels and 𝑐𝑘  is the normalization constant. Some of the 

other kernels are Triangular and Uniform. 

Consider Epanechnikov kernel is used then, 

𝐾𝐸 𝑥 =   
1

2
𝐶𝑑

−1 𝑑 + 2  1 −  𝑥 2      if  𝑥 < 1

         0                                        otherwise

                 (3) 

in which 𝐶𝑑 is the volume of the unit d-dimensional sphere and 

its profile is given by: 

𝑘𝐸 𝑥 =  
 1 − 𝑥                0 ≤ 𝑥 ≤ 1

0                   𝑥 > 1   
                                      (4)         

Taking gradient of the density estimator, the following 

expression is obtained. 
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The first term is proportional to density estimate at x 

computed with kernel G and the second term is mean shift 

obtained with kernel K. When the gradient is set to zero, it is 

found that at any mode, the following condition holds. 
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Hence we iteratively update the point x. The resultant iterative 

procedure is called the mean shift algorithm. The mean shift 

procedure for point 𝑥𝑖  is given as follows. [10] 

 

 Mean shift vector is computed (Eq. 5) 

 Translate density estimation window𝑥𝑖
𝑡+1 = 𝑥𝑖

𝑡 + 𝑥𝑚𝑠  

 Iterate above two steps until convergence i.e. ∇𝑓  𝑥𝑖  = 0. 
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3. MEAN SHIFT EXTENDED TO    

TRACKING 
Visible feature‟s is used to characterize the object of interest, 

in this case color is used as a feature in order to track the 

object using mean shift algorithm. [11] A variety of similarity 

measures between the target model (its color distribution) and 

the target candidates such as Kullback–Leibler divergence 

(KL Divergence), Mean squared error(MSE), Structural 

similarity(SSIM), Euclidean Distance and Bhattacharya 

coefficient can be used of which Bhattacharya coefficient is 

most commonly used. Mean shift algorithm tracks by 

maximizing the Bhattacharya co-efficient hence it also being 

equivalent to minimizing the distance between the two 

probability density functions. [12] 

3.1Color Representation 
In the reference frame the target can be defined by a square, 

rectangle, or a circle and color histogram is used to 

characterize the target object. The selected object is then 

modeled as an histogram having m-bins located at the origin 

as [11][12] 

Target model:        𝑞 =  𝑞 𝑢 𝑢=1…𝑚               q u
𝑚
𝑢=1 = 1 

In the next frame, the targeted object shifts to new location y 

and its histogram is given by 

Target Candidate: 𝑝  𝑦 =  𝑝 𝑢(𝑦) 𝑢=1…𝑚     p u
𝑚
𝑢=1 = 1 

Given the reference image, probability density of the target 

model is given by: 

 

q u = C  k ||xi
∗||2 b x i =u                            (8) 

In the above expression, „C‟ is normalization factor, {xi
∗}𝑖=1..𝑚  

is the current pixel location, k(x) is the kernel profile and 

𝑏(𝑥𝑖) is color bins (from 1 to m). 

Given the next image, probability density of the target 

candidate is given by: 

p u (y) = Ch  k   
y−x i

∗

h
 

2

 b x i =u                         (9) 

The target now shifts to a new location y, where Ch  is the 

normalization factor, {xi
∗}𝑖=1..𝑚  is the current location, k(x) is 

the same kernel profile and 𝑏(𝑥𝑖) is color bins(1…m) 

Bhattacharya co-efficient is used as similarity measure 

between two probability function 𝑞  and  𝑝  is given by: 

Similarity function:    𝜌  𝑦 ≡ 𝜌 𝑝  𝑦 , 𝑞                              (10) 

3.1.1 Metric based on Bhattacharya co-efficient 

Bhattacharyya co-efficient is determined in the next frame 

between target model and target candidate which defines a 

distance 𝑑 𝑦  between two distributions (target and candidate 

model) given by the following relation [6] [7] 

 

              𝑑 𝑦 =  1− 𝜌[𝑝  𝑦 𝑞 ]                         (11) 

 

3.1.2 Target Localization 
Bhattacharya co-efficient 𝜌 𝑝  𝑦 , 𝑞   is estimated using taylor 

expansion. In the current frame the location of the target can 

be found by minimizing the distance as function of y. 

Minimizing the distance is equivalent to maximizing the 

Bhattacharya coefficient [4][6][7][8] 
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Where 𝑤𝑖 =  
𝑞 𝑢

𝑝 𝑢 (𝑦0)
                                                (13) 

By maximizing the second term of expansion similarity can 

be maximized, the first term being independent of y. [7] 

The mode of equation (8) sought the maxima and is given by 

                 y 1 =  
 xi w i g  

y 0−x i
h

 
2

 
n h
i=1

 w i g  
y 0−x i

h
 

2

 
n h
i=1

                      (14) 

3.2 TRACKING PROCEDURE 
 A pre-recorded video is taken as input and parameters 

related to video (height, width and length) are obtained.  

 Pixel values of each frame are read into a structure. 

 Select the object to be tracked i.e target(user input) and 

obtain parameters related to video (centre, height and 

width) 

 Obtain the Kernel profile and gradient parameter. 

 Find pdf of object to be tracked in reference frame using 

(6) 

 Initialize maximum number of iterations. 

 Initialize location of target as 𝑦𝑜  and find 𝜌  𝑦𝑜  using 

(8). 

 Derive the weights using (11).  

 Find the next location of target candidate using (12). 

 Compute 𝜌  𝑦1  at the new location using (8)  

 If 𝜌  𝑦1 <  𝜌  𝑦0  

       Then 𝑦 1=
1

2
 𝑦 0 + 𝑦 1                                                   (15) 

 If maximum number of iterations is complete then draw 

window around target else repeat from deriving weights. 

 Stop if end of video. 

4. AREA OF IMPROVEMENTS IN MEAN 

SHIFT TRACKING ALGORITHM  

4.1 Improvements for effective Target 

Representation 
In mean shift tracking algorithm, the target object is 

represented by a circle, rectangle or ellipse in a frame due to 

which there are always background regions surrounding the 

object. The presence of background region hinders the target 

localization accuracy when interrelationship between target 

and background is high. In order to improve the tracking 

performance in the mean shift algorithm, background 

weighted histogram was proposed by D.Comaniciu in [11]. 

The principle behind Background Weighted Histogram 

(BWH) is to use scale transformation to provide lower 

weights to the background with distinguished features. The 

background is represented by  𝒐 𝒖 𝒖=𝟏..𝒎 where 𝒐 ∗ is its 
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minimal value. The scale transformation co-efficient is given 

by: 

 
                           vu = min 𝑜 ∗ 𝑜 𝑢  , 1                                (16) 

 

Thus in background weighted histogram, the co-efficient 

(equation 14) is multiplied with target and candidate model 

density function (i.e. equation 6 and 7), to reduce the 

probability of distinguished background features of the target 

and of the candidate model. 

J.Ning in [12] proved that although BWH scale transforms the 

target and candidate model it yields the same expression as 

the mean shift iteration formula and also the weight computed 

by BWH turns out to be directly proportional to the weight of 

mean shift algorithm as in equation 11. Thus, Corrected 

Background Weighted Histogram (CBWH) was proposed 

having the same concept of BWH to provide lower weights to 

the background .Here the only difference is that the target 

model is transformed and not the candidate model. The 

CBWH method thus attains the objective to reduce 

background hindrances and provide accurate target 

localization unlike the BWH method. The weight computed 

by CBWH methods results as follow: 

 

                                𝑤𝑖
′′ =  𝑣𝑢 ′𝑤𝑖                                      (17) 

 

where 𝑤𝑖  is weight calculated using the general target 

representation, 𝑣𝑢 ′  is the transformation co-efficient which 

provides lower weights to distinguished background features. 

In addition to this, the background of the target model is 

updated, since the background changes during the course of 

tracking. Thus by reducing the background features, target 

localization is improved which quickens up the convergence 

process. Experimental results have shown that CBWH require 

lesser number of iterations for target localization compared to 

BWH.Now instead of representing the target object by using 

standard shapes of circle, rectangle or ellipse, in which the 

target object tends to have background regions X.Chen in [13] 

proposed improved mean shift algorithm by completely 

eliminating the background and representing the target object 

by its true shape. Here only the target object is selected with 

no background regions. Since background affects the tracking 

algorithm when background changes remarkably or when it‟s 

convoluted. This algorithm can be basically divided into three 

steps. Firstly the graph cut image segmentation algorithm is 

used in order to select the object shape and to separate the 

object from the background. Once background is separated 

from the target object, next is to determine the level set kernel 

and obtain kernel gradient estimates.The level set kernel is 

given by: 

                           𝑘 𝑥 = 𝐶𝜃 𝑥 𝐼 𝑥                                    (18) 

where „C‟ is the normalization constant, 𝜃 𝑥 is implied level 

set function, having a convex and monotonically decreasing 

profile. It stands for the signed distances of point x from the 

object edge. 𝐼 𝑥  is the indicator function which is set zero 

when point x is outside the object edge. Finally, apply mean 

shift tracking algorithm using the above kernel. The algorithm 

proposed by X.Chen [12] as compared to the other two 

mentioned methods is however computationally complex. 

4.2 Scale Adaption 
During the course of tracking the scale of the object being 

tracked changes, as it tends to enlarge or diminish depending 

upon the object‟s movement towards or away from the 

camera. Traditional mean shift algorithm is not adaptive to 

scale changes. Hence, L.Liu in [14] proposed adaptive kernel 

bandwidth, wherein the kernel bandwidth expands or shrinks 

by 10%. To determine whether the target is enlarging or 

diminishing, first the Bhattacharya co-efficient between target 

and its background is computed which is denoted as 𝜌𝑡𝑏 , then 

the Bhattacharya co-efficient between candidate and target 

background is computed and it is denoted as 𝜌𝑡𝑏
′ .Now the 

author compares, if 𝜌𝑡𝑏
′ < 𝜌𝑡𝑏 ,then the target is expanding 

hence let h=(1+10%)*h until, 𝜌𝑡𝑏
′ ≥ 𝜌𝑡𝑏  and make h the 

current kernel bandwidth. Likewise if  𝜌𝑡𝑏
′ > 𝜌𝑡𝑏  the target is 

shrinking hence let h = (1-10%)*h until, 𝜌𝑡𝑏
′ ≤ 𝜌𝑡𝑏  and make 

h the current kernel bandwidth.C. Wang in [15] suggested 

another technique to make the kernel bandwidth adaptive. 

Here, the moving target object is detected using interframe 

differencing or background subtraction. The contour tracking 

algorithm is combined with mean shift to obtain the contour 

information which updates the kernel bandwidth adaptively. 

C. Wang [15] has made scale of the moving object adaptive, 

unlike [14] where the scale changes by fixed amount of 10%.  

L.Zhang in [16] in order to make the kernel bandwidth 

adaptive, has proposed the use of canny operator along with 

mean shift algorithm. The canny edge detection algorithm is 

used to determine whether the object scale changes or not, 

then accordingly bandwidth is made adaptive. In the canny 

edge detection algorithm, first a gaussian filter to eliminate 

the noise, the image intensity gradients are determined and 

non-maximum suppression and double threshold are applied 

to determine the potential edges. Once the object edges are 

determined, with the extreme corner points  𝑥0𝑦0  and  𝑥1𝑦1  
the diagonal distance is calculated which is denoted by β. 

 

                            𝛽 =   𝑥1 − 𝑥0 
2 +  𝑦1 − 𝑦0 

2               (19) 

 

Now 𝛽 of the previous frame is denoted as 𝛽0 and that of the 

current frame as 𝛽1.  

If  𝛽1 > 𝛽0 then h =  1 + a *h 

If  𝛽1 < 𝛽0 then h =  1 − a *h 

 

Hence bandwidth is made adaptive where „a‟ is the scaling 

factor, usually 0.1 in this case. This algorithm is only relevant 

in scenarios where the target and the background are clearly 

differentiated and when background interference is the 

least.During the course of tracking, the scale and orientation 

of the object changes which is not adaptively estimated in the 

basic mean shift tracking algorithm. Hence, J.Ning in [17] 

proposed the scale and orientation adaptive mean shift 

algorithm (also known as SOAMST) towards the betterment 

of the original mean shift algorithm. The procedure is as 

follows, the target area is estimated with proposed formula 

using zeroth-order moments of the weight image and a 

monotonically increasing function which depends on the 

Bhattacharyya co-efficient.  Using the zeroth and first order 

moments of weight image the new location of target are 

found. The second order moments written in a covariance 

matrix is used to estimate the orientation, width and height of 

the target. The covariance matrix when decomposed consists 

of the estimated target area too. In the current frame the 

location, scale and orientation of the target are known. The 

covariance matrix is used to determine the size of target 

candidate region in the next frame and its position too. 
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4.3 Illumination Invariance 
So far color was used as feature space to describe the object to 

be tracked. A.Babaeia in [18] has used multiple features like 

color, edge and texture to describe the object to be tracked. 

Each feature is extracted from the first frame and the mean 

shift tracking algorithm is applied on each feature 

independently to track the objects trajectory. With color as 

feature the weighted color histogram is computed for target 

and the candidate model. For edge as feature the gradient of 

intensity and edge direction are found and the edge weighted 

histogram for target and candidate model are computed. 

Likewise features for texture are extracted using Discrete 

Wavelet Transform (DWT).For each of the RGB window, 

texture is represented by its feature vector. Thus, histogram of 

the texture for target model and candidate is found. The mean 

shift algorithm is applied independently for each feature .The 

bhattacharyya co-efficient, weights and target new location 

for each feature is calculated. The weight of each feature f is 

calculated by minimum of bhattacharyya distance denoted as 

𝜀𝑓  and in the last step new location of the target denoted as 

𝑦 1𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒  is integration of the multiple features. 

 

𝑦 1𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑒 = 𝜀𝑐𝑜𝑙𝑜𝑟 𝑦 1𝑐𝑜𝑙𝑜𝑟 + 𝜀𝑒𝑑𝑔𝑒 𝑦 1𝑒𝑑𝑔𝑒   

                     + 𝜀𝑡𝑒𝑥𝑡𝑢𝑟𝑒 𝑦 1𝑡𝑒𝑥𝑡𝑢𝑟𝑒                                                     (20)  

 

Experimentally it has been shown that combing multiple 

features provides better results in the object being tracked, 

because when one feature fails to track the object the other 

features still tends to track.One of the challenges in using 

mean shift tracking algorithm is that sudden variations in the 

illumination can cause the tracker to fail.G.Phadke in [19] 

using mean shift as the tracking algorithm, proposed a method 

which is illumination invariant. A frame having low 

illumination leads low DC co-efficients and vice versa. Hence 

to achieve illumination invariance the DC co-efficient is 

modified by taking a number of frames together and providing 

uniform illumination. Hence by taking logarithm of the image 

the luminance and reflectance is separated. DCT-II is 

performed on the logarithmic image to transform it to the 

frequency domain. DC coefficients can now be modified 

adaptively using neighboring frames and also the proposed 

modified DC formula. Now consider the case when frames in 

a given window overall have low illumination, then a further 

correction of large neighborhood is taken into consideration. 

Eigen value of covariance of a matrix is taken, the maximum 

value is taken as reference, for comparison with respect to the 

other frames.  

5. SIMULATION OUTPUT 
Basic mean shift tracking algorithm has been applied to video 

sequence 1 and 2.   

a.) Video Sequence-1 

This video contains only one moving object. The moving 

speed is quite slow. The frame rate is 25 frames/sec with size 

288*384 pixels. 

 

      

                 (a)                                                 (b) 

 

 

                 (c) 

Figure 1: Video sequence-1 using Epanechnikov kernel for 

frames: (a) 100th frame; (b) 160th frame; (c) 352nd frame 

In Video Sequence-1 tracking is performed for the person 

moving from 100th frame to the end of frames, the speed of 

moving object is slow. Mean shift tracking algorithm 

successfully tracks the person‟s movements using Gaussian, 

Epanechnikov and Triangular kernels except for Uniform 

kernel where it loses the track of selected object. Tracking 

result using Epanechnikov kernel is shown in Figure 1. 

b.) Video Sequence-2 

This video contains many moving objects. The moving speed 

is quite fast. The frame rate is 25 frames/sec with size 

288*384 pixels. 

I         

                   (a)                                           (b) 

 

  

 (c) 

Figure 2: Video sequence-2 using Epanechnikov kernel for 

frames: (a) 100th frame; (b) 157th frame; (c) 226th frame 

 

In Video-sequence-2, the car is the object to be tracked. The 

car is moving at a moderate speed. Mean shift tracking 

algorithm successfully tracks the moving car using Gaussian, 

Epanechnikov and Triangular kernels except for Uniform 

kernel where it loses the track of selected object. Tracking 

result using Epanechnikov kernel is shown in Figure 2.  

6. RESULT  
Evaluation for Video Sequence-1 and Video sequence-2 is 

done by plotting the graph of Bhattacharyya co-efficient 

versus frame index for Epanechnikov, Gaussian, Triangular 

and Uniform kernels using mean shift algorithm. The graph is 

shown below. 
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Figure 3: Comparison of kernels for Video Sequence-1 

 

Figure 4: Comparison of kernels for Video Sequence-2 

Comparison for Video Sequence 2 based on the statistical 

performance measure of Precision (P), Recall(R) and 

Negative Predictive Value (NPV) is tabulated for   mean shift 

algorithm using different kernels. 

Table 1. Statistical performance measure for different 

kernels for Video Sequence-2 is tabulated. 

      Kernels 

  

Meanshift using Bhattacharya Co-

efficient 

P R NPV 

Epanechnikov  69.69 100   100 

Gaussian 69.69  100  100 

Triangular 69.69  100  100 

Uniform  100 15.15 70.05 

 

7. CONCLUSION 
Mean shift as an independent identity is a simple and 

computationally efficient iterative algorithm. The mean shift 

tracking algorithm locates the position of target object across 

successive video frames.  A number of improvements have 

been made to the conventional mean shift algorithm owing to 

the challenges and significant improvements have been made. 

Meanshift tracking algorithm using Bhattacharyya distance is 

performed for all the two video data sets using Epanechnikov, 

Gaussian, Triangular and Uniform kernel. The tracking 

obtained by Uniform kernel is poor since the object looses 

track. On checking the graph of Bhattacharyya distance versus 

frame index, Uniform kernel provides least performance too. 

Kernels like Epanechnikov, Gaussian and Triangular provide 

good tracking results and also its Bhattacharya distance is 

comparatively higher than uniform kernel. The recall rate for 

Uniform kernel is less compared to the other kernels.The 

review elaborates improvements made to improve mean shift 

tracking performance. One of the improvements in mean shift 

is to effectively represent the target, by providing higher 

weights to the target and to provide the background with 

lower weights. For effectively representing the target, the 

background can also be completely eliminated. Another 

significant improvement was made in making the scale 

adaptive when size of the object changes. The change in target 

object shape can be determined by determining Bhattacharyya 

co-efficient, or by interframe differencing or by canny edge 

detection algorithm. The mean shift algorithm is also made 

illumination invariant by modifying the D.C coefficients. 

Multiple features such as color, texture and edge have been 

used to characterize the object of interest, by doing so if one 

feature fails to detect the target object; the other two features 

continue to detect the moving object.Thus, a few 

improvements in the areas of improved target representation, 

making the target scale adaptive and illumination invariance 

have been reviewed and studied. It is desired that the mean 

shift tracking performs suitably well under sudden changes of 

illumination using contrast enhancement technique grey level 

grouping for improved results of tracking . 
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