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ABSTRACT 

Classification is one of the most important tasks for different 

application such as text categorization, tone recognition, 

image classification, data classification etc. The Support 

Vector Machine is a popular classification technique. In this 

paper we have performed different normalization techniques 

on different datasets. These techniques help in obtaining high 

training accuracy for classification. The classification is 

performed on these datasets using SVM. 
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1. INTRODUCTION 
The Support Vector Machine (SVM) first proposed by Vapnik 

has attracted a high degree of interest in the machine learning 

research community. Several recent studies have reported that 

the SVM generally are capable of delivering higher 

performance in terms of classification accuracy than the other 

data classification algorithms. Classification is an important 

and widely used technique in many disciplines, including 

statistics, artificial intelligence, operations research, computer 

science and data mining and knowledge discovery. Before 

using classification algorithms, pre-processing operations is 

one of the important things that should be done to improve the 

accuracy of classification algorithms. Pre-processing 

operations include various methods, one of them is 

normalization.  

In this paper, we have used three different datasets for 

determining the accuracy for classification i.e. Heart data, 

Seeds data and Iris data from the UCI repository. All these 

datasets have different number of training data, testing data, 

feature vectors and classes. Different normalization techniques 

are performed on these different datasets. And then the 

accuracy of classification algorithm is calculated before and 

after normalization on these datasets. In this study, the SVM 

algorithm is used in classification since this algorithm works 

based on n-dimension space and if the data sets become 

normalized the improvement of results will be expected. 

The paper is organized as follows. In Section 2, we have 

explained in detail about Support Vector Machine (SVM) 

classification. In Section 3, we have given a brief description 

of different normalization techniques used. Section 4 

describes the analysis conducted by us along with the 

experiment results. This is followed by the conclusion in 

section 5. 

2. SVM CLASSIFICATION 
Support Vector Machine (SVM) [1], [2], [3], [4] is a 

supervised learning model with associated 

learning algorithms that analyse data and recognize patterns, 

used for classification and regression analysis [5] of 

multispectral [6] satellite images. The basic SVM takes a set 

of input data and predicts, for each given input, which of two 

possible classes forms the input, making it a non 

probabilistic binary linear classifier. 

An SVM model is a representation of points in space which 

are mapped into separate categories divided by a clear gap as 

wide as possible. In addition to performing linear 

classification, SVMs can efficiently perform non-linear 

classification using kernel trick, implicitly mapping their 

inputs into high-dimensional feature spaces.  

 

2.1 Linear SVM 

Fig 1: Linear SVM classifier 

A linear SVM classifier [7] is as shown in fig 1. A two-class 

classification problem can be stated as follows: N training 

sample are available and are represented by the set pairs {(yi, 

xi), i = 1, 2, …, N} with yi a class label of value 1 and xi ∈ 

R n feature vector with n components. The classifier is 

represented by the function f(x; α) → y with α as the 

parameter of the classifier. 

The SVM method finds the optimum separating hyper plane 

such that: 

1) Samples with labels y = 1 are located on each side of the 

hyper plane; 

2) The distance of the closest vectors to the hyper plane on 

each side should be maximum. The closest vectors are called 

support vectors and the distance is the optimal margin. 

The hyper plane is defined by w.x + b = 0 where (w, b) are the 

parameters of the hyper plane. The vectors that are not on this 

hyper plane lead to either w.x + b > 0 or w.x + b < 0  and 

allow the classifier to be defined as: f(x;α) = sign(w.x + b). 
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The support vectors lie on the two hyper planes, which are 

parallel to the optimal hyper plane. The equation of the two 

hyper planes given by w.x + b = 1.  

The maximization of the margin with the equations of the two 

support vector hyper planes leads to the following constrained 

optimization problem: 

     
 

 
                             

                
          

 

2.2 Non-linear SVM 

 
Fig 2: Non-linear SVM classifier 

If the training samples are not linearly separable as shown in 

fig 2, then a non-linear SVM classifier [8] is used in which 

regularization parameter C and error variables εi are 

introduced in order to reduce the weightening of misclassified 

vectors. The maximization of the margin with the equations of 

the two support vector hyper planes leads to the following 

constrained optimization problem: 

     
 

 
                                  

                
                   

             The general idea of non-linear SVM is that the 

original input space can always be mapped to some higher-

dimensional feature space where the training set is separable 

as shown in fig 3. 

Fig 3: Mapping non-linear data to a higher dimensional 

feature space 

 

This can be implemented using kernel functions. Kernel 

functions processes dual maximum margin problem in feature 

space using linear classification. The resulting model is then a 

linear model in feature space and a non-linear model in input 

space. Fig 4 shows the typical SVM algorithm. 

Fig 4: SVM algorithm 

However, for general purposes, there are some popular kernel 

functions [9]: 

 

                            
    

 

                          

      
             

 

                                    
    

   

 

                       

            
            

 

3. NORMALIZATION TECHNIQUES 
Normalization is a method used to standardize the range of 

independent variables or features of data. It is generally 

performed during the data pre-processing step. Normalization 

can be performed at the level of the input features or at the 

level of the kernel [10]. 

In many applications, the available features are continuous 

values, where each feature is measured in a different scale and 

has a different range of possible values. In such cases, it is 

often beneficial to scale all features to a common range by 

standardizing the data.  

Different normalization techniques are discussed in this 

section as follows. 

3.1 Linear Normalization (I) 

    
   

  
  

 

i=1,…., m; j=1,…, n;   
 
=max{   } 

3.2 Linear Normalization (II) 
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i =1,…, m; j=1,…., n;   
 

=min{   } 

3.3 Linear Normalization (III) 

    
   

    
 
   

 

 

i=1,….,m; j=1,….,n 

 

4. EXPERIMENT RESULTS 
In this section we present the experimental results on some 

datasets from the UCI repository of machine learning 

databases. From the UCI repository we have chosen three 

datasets for accuracy analysis i.e. Heart data, Seeds data and 

Iris data. RBF kernel is used for classification for all these 

datasets. The experiment was conducted in two parts. In the 

first part, classification was done on these datasets directly 

without normalization. Table 1 shows the accuracy observed 

before the normalization process. During this calculation, 

RBF kernel was used with the default values of C and γ i.e. 1 

and 1/ (number of feature vectors) respectively. 

 

Table 1: Accuracy before normalization process 

Sr No. DataSet % Accuracy 

1 Heart 50 

2 Seeds 95.2381 

3 Iris 95 

 

In the second part, different normalization techniques were 

performed on these datasets with the same values of C and γ 

as in the first part along with 5-fold cross validation. Table 2 

shows the accuracy observed after the normalization process. 

Table 2: Accuracy after normalization process 

Sr 

No. 

DataSet % Accuracy 

Linear 

Normalization 

(I) 

Linear 

Normalization 

(II) 

Linear 

Normalization 

(III) 

1 Heart 50 59.2593 74.0741 

2 Seeds 95.2381 97.619 97.619 

3 Iris 95 96.6667 96.6667 

 

5. CONCLUSION 
In this paper, we implemented different normalization 

techniques on various datasets to improve the accuracy of 

classification using SVM. Depending upon the different 

properties of these datasets, these techniques have improved 

the classification accuracy. From the experimental results, it 

can be seen that the classification accuracy after normalization 

is much improved as compared to before normalization for 

various datasets. Also, an improvement in classification 

accuracy can be seen for different normalization techniques 

on these datasets.  
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