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ABSTRACT 
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world problems. In present communication we have studied 
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proposed a new measure of divergence between two fuzzy 

sets. Further, a measure of fuzzy directed divergence was 

developed based on the proposed divergence measure. Some 

properties of this fuzzy directed divergence measure were 

established. 
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1. INTRODUCTION 
Information theory studies all problems related to the entity 

called communication system. In other words it deals with the 

study of problems concerning any system that includes 

information dispensation, storage, retrieval and decision 

making.  Fundamental theorem of information theory states 

that “It is possible to transmit information over a noisy 

channel at any rate less than channel capacity with an 

arbitrary small probability of error”. By reducing the 

transmission rate to zero probability of error can be reduced to 

zero, but according to fundamental theorem of information 

theory is that in order to achieve higher reliability their no 

need to reduce the transmission rate to zero but by reducing it 

to channel capacity and this can be achieved by means of 

coding. Information theory considered to be identified by 

Shannon (1948).  

Zadeh  gave fuzzy set theory in 1965 . Uncertainty and 

fuzziness is the basic nature of human thinking and of many 

real world objectives. Fuzziness is found in our decision, in 

our language and in the way we process information. 

Kullback and Liebler (1951) quantified the measure of 

information associated with the two probability distributions 

of discrete random variables named as directed divergence. 

Bhandari and Pal (1993) give a fuzzy information measure for 

discrimination of a fuzzy set 𝐴  relative to some other fuzzy 

set  𝐵   called as Fuzzy divergence and it found various 

applications in real world such as image segmentation, 

medical sciences, pattern recognition, fuzzy clustering etc. 

The present communication proposed a new measure of fuzzy 

divergence and the corresponding fuzzy directed divergence is 

defined and some of its properties are studied. 

The paper is divided into three sections. Section II contains 

some preliminaries about measure of uncertainty, directed 

divergence, fuzzy divergence and fuzzy directed divergence. 

Section III contains various developments in information 

theory. Section IV includes new aggregation operators, 

divergence measure, fuzzy directed divergence and Section V 

includes conclusion. 

2.  PRELIMINARIES 

2.1 Information Measures 
In communication system, the source of messages can be a 

person or machine that generates the messages, the encoder 

convert messages in to an object which is suitable for 

transmission, such as a sequence of binary digits (digital 

computer applications), channel is a medium over which the 

coded message is transmitted, decoder convert the received 

output from the channel and try to convert the received output 

in to the original message to transport it to the destination. But 

this cannot be done with absolute consistency due to existence 

of some disorder in the system which is also termed as noise.  

We can define information transmitted over channel can be 

sent at any rate less than channel capacity with an very small 

probability of error (with the help of a coding system) with 

the help of Entropy (also termed as measure of uncertainty). It 

also satisfies four Axioms for Uncertainty Measures: 

Axiom 1: 𝑓 𝑀 = 𝐻 1
𝑀 , 1

𝑀 , …… . . , 1
𝑀   is 

a monotonically increasing function. 

Axiom 2:  

𝑓 𝑀𝐿 = 𝑓 𝑀 + 𝑓 𝐿 , 𝑀, 𝐿 = 1,2,3, ………. 
Axiom 3:  

𝐻 𝑝1, 𝑝2, …… . 𝑝𝑀 
= 𝐻 𝑝1 + ⋯ . +𝑝𝑟 , 𝑝𝑟+1 + ⋯ . +𝑝𝑚 

+  𝑝1 + ⋯ . +𝑝𝑟 𝐻  
𝑝1

 𝑝𝑖
𝑟
𝑖=1

, … . . ,
𝑝𝑟

 𝑝𝑖
𝑟
𝑖=1

 

+  𝑝𝑟+1

+ ⋯ . +𝑝𝑀 𝐻  
𝑝𝑟+1

 𝑝𝑖
𝑀
𝑖=𝑟+1

, … . . ,
𝑝𝑀

 𝑝𝑖
𝑀
𝑖=𝑟+1

  

Axiom 4: 𝐻(𝑝, 1 − 𝑝) is continuous function of p.  

The function which satisfies the four axioms of uncertainty is 

𝐻 𝑝1, 𝑝2, … . . , 𝑝𝑀 = −𝐾  𝑝𝑖𝑙𝑜𝑔(𝑝𝑖)

𝑀

𝑖=1

 

where K is any positive number and the logarithm base is a 

number greater than 1.By taking K=1 and logarithm base 2 , 

equation (1) reduces to  
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𝐻 𝑝1, 𝑝2, … . . , 𝑝𝑀 = − 𝑝𝑖𝑙𝑜𝑔(𝑝𝑖)
𝑀
𝑖=1  , the 

expression is known a measure of uncertainty or Shannon’s 

Entropy. 

Kullback and Liebler (1951) quantified the measure of 

information associated with the two probability distributions 

𝑝 =  𝑝1, 𝑝2, …… , 𝑝𝑛 𝑎𝑛𝑑 𝑞 =
 𝑞1, 𝑞2 , …… , 𝑞𝑛  

of discrete random  

variables , 𝐷 𝑝 ∥ 𝑞 =  𝑝𝑖𝑙𝑜𝑔
𝑝𝑖

𝑞𝑖

𝑛
𝑖=1   known as 

directed divergence. There exist other measures of divergence 

on set of probabilities, with diverse names discrimination, 

distance etc.  

The natural properties of directed divergence are divergence is 

non-negative function; it becomes zero when two sets 

coincide. 

Fuzzy set theory gave a whole new facet to set theory which 

considers either element belongs to or does not belong to a 

set. A fuzzy set 𝐴  is subset of universe of discourse X, is 

defined as  𝐴 =   𝑥, 𝜇𝐴  𝑥  𝑥 ∈ 𝑋 , where  𝜇𝐴 ∶
𝑋 →  0,1  is a membership function of  𝐴  . The value of 

𝜇𝐴  𝑥  describes the degree of belongingness of 𝑥 ∈ 𝑋 

in 𝐴 . 

Fuzzy entropy deals with vagueness and ambiguous 

uncertainties, whereas Shannon entropy deals with 

probabilistic uncertainties. De Luca and Termini (1972) 

characterized the fuzzy entropy and introduced a set of 

following properties (1–4) for which fuzzy entropy should 

satisfy them: 

1. Fuzzy entropy is minimum iff set is crisp. 

2. Fuzzy entropy is maximum when membership value 

is 0.5. 

3. Fuzzy entropy decreases if set is sharpened. 

4. Fuzzy entropy of a set is same as its complement. 

Bhandari and Pal (1993) gave a range of measures of fuzzy 

entropy and measure of fuzzy divergence corresponding to 

fuzzy sets 𝐴  and 𝐵  . Let Ω be a Universal set and F(Ω)  be 

the collection of fuzzy subsets of Ω. A mapping D:  

F(Ω)×F(Ω)→R is called divergence between two fuzzy 

subsets if it satisfies following properties for any𝐴 , 𝐵 , 𝐶 ∈
𝐹 Ω : 

1. 𝐷(𝐴 , 𝐵 )is non-negative. 

2. 𝐷(𝐴 , 𝐵 )= 𝐷(𝐵, 𝐴 ) 

3. 𝐷(𝐴 , 𝐵 ) = 0if 𝐴 = 𝐵  

4. Max{ 𝐷(𝐴 ∪ 𝐶 , 𝐵 ∪ 𝐶 ), D 𝐴 ∩ 𝐶 , 𝐵 ∩

𝐶  } ≤ 𝐷(𝐴 , 𝐵 ) 

The fuzzy directed divergence D 𝐴 , 𝐵  =

  𝜇𝐴 𝑥𝑖 𝑙𝑜𝑔
𝜇𝐴  𝑥𝑖 

𝜇𝐵  𝑥𝑖 
+𝑛

𝑖=1

(1 − 𝜇𝐴(𝑥𝑖))𝑙𝑜𝑔
(1−𝜇𝐴  𝑥𝑖 )

(1−𝜇𝐵  𝑥𝑖 )
   is given by Bhandari 

and Pal(1993), where 

𝜇𝐴 𝑥1 , 𝜇𝐴 𝑥2 , ……… , 𝜇𝐴 𝑥𝑛  are the degree of 

belongingness of 𝑥𝑖 ∈ 𝑋 in 𝐴  and 

𝜇𝐵 𝑥1 , 𝜇𝐵 𝑥2 , ……… , 𝜇𝐵 𝑥𝑛  are the degree of 

belongingness of 𝑥𝑖 ∈ 𝑋 in 𝐵  respectively. 

Operations on fuzzy sets are termed as aggregation operators 

such as fuzzy union and fuzzy intersection. These operations 

are used to combine two or more fuzzy sets into one. An 

aggregation operation (Klir and Folger, 1988) defined as a 

function 𝐴:  0,1 𝑛 →  0,1   satisfying: 

A(0,0,…..0)=0 and A(1,1,…..,1)=1  

A is monotonic in each argument. 

2.2 Recent Developments 
This section includes various developments in this area 

currently. Bhatia and Singh (2012), proposes a measure of 

arithmetic–geometric directed divergence of two arbitrary 

fuzzy sets A and B is as  

𝑇 𝐴, 𝐵 =

  
 𝜇𝐴  𝑥𝑖 + 𝜇𝐵  𝑥𝑖 

2
𝑙𝑜𝑔

 𝜇𝐴  𝑥𝑖 + 𝜇𝐵 𝑥𝑖 

2  𝜇𝐴  𝑥𝑖  𝜇𝐵  𝑥𝑖 
+𝑛

𝑖=1

 2−𝜇𝐴  𝑥𝑖 − 𝜇𝐵  𝑥𝑖 

2
𝑙𝑜𝑔

2− 𝜇𝐴  𝑥𝑖 − 𝜇𝐵  𝑥𝑖 

2  (1−𝜇𝐴  𝑥𝑖 )(1− 𝜇𝐵  𝑥𝑖 )
  and 

defined generalized triangular discrimination between two 

arbitrary fuzzy sets A and B as follows: 

∆𝛼 𝐴, 𝐵 

=  (𝜇𝐴 𝑥𝑖 

𝑛

𝑖=1

−  𝜇𝐵 𝑥𝑖 )2𝛼  
1

 𝜇𝐴 𝑥𝑖 +  𝜇𝐵 𝑥𝑖  
2𝛼−1

+
1

 2 − 𝜇𝐴 𝑥𝑖 −  𝜇𝐵 𝑥𝑖  
2𝛼−1  

 

They also defined a new  𝛼, 𝛽  class of measure of fuzzy 

directed divergence for two arbitrary sets A and B as 

𝐷𝛼
𝛽 𝐴, 𝐵 =

1

𝛽−1
   𝜇𝐴 𝑥𝑖 

𝛼𝜇𝐵 𝑥𝑖 
1−𝛽 +𝑛

𝑖=1

 1 − 𝜇𝐴 𝑥𝑖  
1−𝛼

(1 − 𝜇𝐵 𝑥𝑖 )1−𝛼 
𝛽−1

𝛼−1
− 1 , 𝛼 >

0, 𝛼 ≠ 1, 𝛽 > 0, 𝛽 ≠ 1 and introduced  𝛼, 𝛽  

generalized arithmetic-geometric measure of fuzzy directed 

divergence 𝑇𝛼
𝛽 𝐴, 𝐵 =

1

2
 𝐷𝛼

𝛽
 
𝐴+𝐵

2
, 𝐴 +

𝐷𝛼
𝛽
 
𝐴+𝐵

2
, 𝐵   

and 𝑇𝛼
𝛽 𝐴, 𝐵 = 𝑇 𝐴, 𝐵 𝑎𝑡 𝛼 = 𝛽 = 1. 

A new measure of fuzzy directed divergence for two Fuzzy 

sets A and B, 

 𝑀𝐻∗ 𝐴∗
𝐹  𝐴, 𝐵 =

 
 𝜇𝐴  𝑥𝑖 − 𝜇𝐵  𝑥𝑖  

2

2
 

1

𝜇𝐴  𝑥𝑖 − 𝜇𝐵  𝑥𝑖 
+𝑛

𝑖=1

1

2−𝜇𝐴  𝑥𝑖 − 𝜇𝐵  𝑥𝑖 
 , Where, 𝐴∗: [0,1]2 → [0,1] such that 
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𝐴∗ 𝑎, 𝑏 =
𝑎+𝑏

2
  and𝐻∗: [0,1]2 → [0,1] such that 

𝐻∗ 𝑎, 𝑏 =
𝑎2+𝑏2

𝑎+𝑏
  was defined by Bhatia and 

Singh(2013(a)), they also discussed application of new 

directed divergence measure in images segmentation. 

Bhatia and Singh (2013(b)), introduced three new divergence 

measures between fuzzy sets  

𝑀1 𝐴, 𝐵 

=  
 𝜇𝐴 𝑥𝑖 −  𝜇𝐵 𝑥𝑖  

2

2
 

1

𝜇𝐴 𝑥𝑖 + 𝜇𝐵 𝑥𝑖 

𝑛

𝑖=1

+
1

2 − 𝜇𝐴 𝑥𝑖 −  𝜇𝐵 𝑥𝑖 
  

 

𝑀2 𝐴, 𝐵 =   
 𝜇𝐴 𝑥𝑖  

2
+  𝜇𝐵 𝑥𝑖  

2

𝜇𝐴 𝑥𝑖 + 𝜇𝐵 𝑥𝑖 

𝑛

𝑖=1

−  𝜇𝐴 𝑥𝑖 𝜇𝐵 𝑥𝑖 

+
 1 − 𝜇𝐴 𝑥𝑖  

2
+  1 − 𝜇𝐵 𝑥𝑖  

2

2 − 𝜇𝐴 𝑥𝑖 − 𝜇𝐵 𝑥𝑖 

−   1 − 𝜇𝐴 𝑥𝑖   1 − 𝜇𝐵 𝑥𝑖    

𝑀3 𝐴, 𝐵 =   𝜇𝐴 𝑥𝑖 

𝑛

𝑖=1

− 𝜇𝐵 𝑥𝑖  
2
 

1

𝜇𝐴 𝑥𝑖 + 𝜇𝐵 𝑥𝑖 

+
1

2 − 𝜇𝐴 𝑥𝑖 − 𝜇𝐵 𝑥𝑖 
  

and some properties of these divergence measures. They also 

defined three aggregation functions corresponding to 

divergence measures given above asΦ1 𝑝  =
1

𝑛
 

𝑝𝑖

2−𝑝𝑖

𝑛
𝑖=1 ,Φ2 𝑝  =

1

2𝑛
 𝑝𝑖 +

1+ 1−𝑝𝑖 
2

2−𝑝𝑖
−𝑛

𝑖=1

 1 − 𝑝𝑖  and Φ3 𝑝  =
2

𝑛
 

𝑝𝑖

2−𝑝𝑖

𝑛
𝑖=1  respectively. 

Verma, Dewangan, Jha(2012), defined a measure of entropy 

as 𝑉𝑎 𝑃 =  ln 1 + 𝑎𝑝𝑖 −  𝑙𝑛𝑝𝑖 −
𝑛
𝑖=1

𝑛
𝑖=1

ln 1 + 𝑎 , 𝑎 > 0 for probability distribution, 𝑃 =
(𝑝1 , 𝑝2 , …… . , 𝑝𝑛) and its corresponding measure of 

directed divergence is defined as 𝐷𝑎 𝑃: 𝑄 =

 𝑞𝑖𝑙𝑛
𝑝𝑖

𝑞𝑖
−  𝑞𝑖 ln  

𝑞𝑖+𝑎𝑝𝑖

𝑞𝑖
 + ln 1 +𝑛

𝑖=1
𝑛
𝑖=1

𝑎 ,    𝑎 > 0 and corresponding measure of fuzzy directed 

divergence is 

𝐷(A,B)= 𝜇𝐵 𝑥𝑖 𝑙𝑛  
𝜇𝐴  𝑥𝑖 

𝑎𝜇 𝐴  𝑥𝑖 +𝜇𝐵 𝑥𝑖 
 𝑛

𝑖=1 +   1 −𝑛
𝑖=1

𝜇𝐵 𝑥𝑖  𝑙𝑛  
1−𝜇𝐴  𝑥𝑖 

1+𝑎−𝑎𝜇𝐴  𝑥𝑖 −𝜇𝐵 𝑥𝑖 
 + ln 1 + 𝑎  ,    𝑎 > 0 

and their properties were studied. 

3.  FUZZY DIRECTED DIVERGENCE  
In this section we have defined as two new binary aggregation 

operators and corresponding to these operators a new 

divergence measure has been introduced. Further, new 

directed divergence measure for two fuzzy sets have been 

defined. 

Aggregation operators are defined as  𝐺:  0,1 2 →  0,1  , 

𝐺 𝑎, 𝑏 = 𝑎3 2 𝑏3 2 
 and 𝐾:  0,1 2 →  0,1 , 

 𝐾 𝑎, 𝑏 =
𝑎4+𝑏4

𝑎+𝑏
 , both the functions clearly satisfies all 

the properties of aggregation operators. Let us define a new 

divergence as 

𝐷𝐺 ,𝐾 𝑃, 𝑄 =   
𝑝𝑖

4+𝑞𝑖
4

𝑝𝑖+𝑞𝑖
− 𝑝𝑖

3 2 
𝑞𝑖

3 2 
 𝑛

𝑖=1     

………….. (1) 

Where 𝑃 =  𝑝1, 𝑝2, …… , 𝑝𝑛  𝑎𝑛𝑑 𝑄 =
 𝑞1, 𝑞2 , …… . , 𝑞𝑛  

Equation (1) is clearly non-negative  

As 
𝑝𝑖

4+𝑞𝑖
4

𝑝𝑖+𝑞𝑖
− 𝑝𝑖

3 2 
𝑞𝑖

3 2 
=

𝑝𝑖
4+𝑞𝑖

4−𝑝𝑖
3 2 

𝑞𝑖
3 2 

 𝑝𝑖+𝑞𝑖 

𝑝𝑖+𝑞𝑖
=

𝑝𝑖
4+𝑞𝑖

4−𝑝𝑖
5 2 

𝑞𝑖
3 2 

−𝑝𝑖
3 2 

𝑞𝑖
5 2 

𝑝𝑖+𝑞𝑖
 

=
 𝑝𝑖

4−𝑝𝑖
3 2 

𝑞𝑖
5 2 

 +(𝑞𝑖
4−𝑝𝑖

5 2 
𝑞𝑖

3 2 
)

𝑝𝑖+𝑞𝑖
=

𝑝𝑖
3 2 

 𝑝𝑖
5 2 

−𝑞𝑖
5 2 

 −𝑞𝑖
3 2 

(𝑝𝑖
5 2 

−𝑞𝑖
5 2 

)

𝑝𝑖+𝑞𝑖
 

= 
(𝑝𝑖

3 2 
−𝑞𝑖

3 2 
) 𝑝𝑖

5 2 
−𝑞𝑖

5 2 
 

𝑝𝑖+𝑞𝑖
≥ 0 𝑓𝑜𝑟 𝑒𝑎𝑐  𝑖 =

1,2, ……… , 𝑛, because both(𝑝𝑖
3 2 

− 𝑞𝑖
3 2 

)  and 

 𝑝𝑖
5 2 

− 𝑞𝑖
5 2 

  are simultaneously negative or positive. 

Hence  𝐷𝐺,𝐾 𝑃, 𝑄  is a non-negative function with 

minimum value 𝐷𝐺,𝐾 𝑃, 𝑄 = 0 𝑎𝑠 𝑃 = 𝑄 and hence 

a valid measure of divergence. Hence equation (1) is a valid 

measure of divergence. 

Let us compare the membership values by comparing the 

fuzziness of A, B with the fuzziness of the intermediate 

subset. Consider an example let us consider the universe 

consisting of four elements A, B, C and D with membership 

values given in the following Table 1: 

Table 1: Membership Values 

 𝑥1 𝑥2 𝑥3 𝑥4 

A 0.25 0.8 0.5 0.3 

B 0.2 0.7 0.5 0.2 

C 0.04 0.5 0.7 0.5 

D 0.89 0.01 0.1 0.99 
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For these sets we  

obtain 𝐷𝐺 ,𝐾 𝐴, 𝐵 = 0.019827 ,  𝐷𝐺 ,𝐾 𝐴, 𝐶 =
0.197909 and 𝐷𝐺 ,𝐾 𝐴, 𝐷 = 1.636029.  The 

divergence measure shows that A is quite similar to B and 

different form D. 

Measure of fuzzy directed divergence between two fuzzy sets 

A and B with respect to the proposed divergence in equation 

(1) is defined as  

𝐹𝐺 ,𝐾 𝐴, 𝐵 

=   
𝜇𝐴(𝑥𝑖)

4 + 𝜇𝐵(𝑥𝑖)
4

𝜇𝐴(𝑥𝑖) + 𝜇𝐵(𝑥𝑖)

𝑛

𝑖=1

− 𝜇𝐴(𝑥𝑖)
3 2 𝜇𝐵(𝑥𝑖)

3 2 

+
(1 − 𝜇𝐴(𝑥𝑖))4 + (1 − 𝜇𝐵(𝑥𝑖))4

2 − 𝜇𝐴 𝑥𝑖 − 𝜇𝐵(𝑥𝑖)
− (1

− 𝜇𝐴(𝑥𝑖))3 2 (1 − 𝜇𝐵(𝑥𝑖))3 2   

Clearly,  𝐹𝐺,𝐾 𝐴, 𝐵  is non-negative,  𝐹𝐺,𝐾 𝐴, 𝐵 =
𝐹𝐺 ,𝐾 𝐵, 𝐴  and𝐹𝐺 ,𝐾 𝐴, 𝐴 = 0 . To prove the fourth 

property , divide the universe of discourse (Ω) in to following 

six subsets as 

Ω =  𝑥 ∈ 𝑋 𝜇𝐴 𝑥  ≤ 𝜇𝐵 𝑥 ≤ 𝜇𝐶(𝑥) 
∪  𝑥 ∈ 𝑋 𝜇𝐴 𝑥  ≤ 𝜇𝐶(𝑥)
< 𝜇𝐵 𝑥  
∪  𝑥 ∈ 𝑋 𝜇𝐵 𝑥 < 𝜇𝐴 𝑥  
≤ 𝜇𝐶(𝑥) 
∪  𝑥 ∈ 𝑋 𝜇𝐵 𝑥 ≤ 𝜇𝐶 𝑥  
< 𝜇𝐴(𝑥) 
∪  𝑥 ∈ 𝑋 𝜇𝐶 𝑥 < 𝜇𝐴 𝑥  
≤ 𝜇𝐵(𝑥) 
∪  𝑥 ∈ 𝑋 𝜇𝐶 𝑥 < 𝜇𝐵 𝑥  
< 𝜇𝐴(𝑥)  

which we will denote as Ω1, Ω2, Ω3, Ω4, Ω5, Ω6  

respectively. We compute 𝐹𝐺,𝐾 𝐴, 𝐵  in each of the 

subsets Ω𝑖 , 𝑖 = 1,2,3,4,5,6. Then combine the results, 

thus we obtain𝐹𝐺 ,𝐾 𝐴, 𝐵  for the universe of discourse. 

In 

Ω1 , 𝐴 ∪ 𝐶 ⇔ 𝜇𝐴∪𝐶 𝑥 =
max 𝜇𝐴 𝑥 , 𝜇𝐶 𝑥  = 𝜇𝐶 𝑥 𝐵 ∪ 𝐶 ⇔

𝜇𝐵∪𝐶 𝑥 = max 𝜇𝐵 𝑥 , 𝜇𝐶 𝑥  = 𝜇𝐶 𝑥  

𝐴 ∩ 𝐶 ⇔ 𝜇𝐴∩𝐶 𝑥 = min 𝜇𝐴 𝑥 , 𝜇𝐶 𝑥  
= 𝜇𝐴 𝑥  

𝐵 ∩ 𝐶 ⇔ 𝜇𝐵∩𝐶 𝑥 = min 𝜇𝐵 𝑥 , 𝜇𝐶 𝑥  
= 𝜇𝐵 𝑥  

Therefore, 𝐹𝐺 ,𝐾 𝐴 ∪ 𝐶, 𝐵 ∪ 𝐶  = 0 and 𝐹𝐺,𝐾(𝐴 ∩

𝐶, 𝐵 ∩ 𝐶) = 𝐹𝐺 ,𝐾 𝐴, 𝐵  

Hence property four, max { 𝐹𝐺 ,𝐾 𝐴 ∪ 𝐶, 𝐵 ∪ 𝐶  

, 𝐹𝐺 ,𝐾(𝐴 ∩ 𝐶, 𝐵 ∩ 𝐶)} ≤ 𝐹𝐺 ,𝐾 𝐴, 𝐵  holds good for 

Ω1 , similarly the inequality holds for 

Ω2, Ω3, Ω4 , Ω5 𝑎𝑛𝑑 Ω6 . Thus𝐹𝐺,𝐾 𝐴, 𝐵  is a valid 

measure of fuzzy directed divergence. 

Theorem: Let A and B two fuzzy sets then following 

properties can be verified for 𝐹𝐺 ,𝐾 𝐴, 𝐵 : 

1. 𝐹𝐺 ,𝐾 𝐴 ∪ 𝐵, 𝐴 ∩ 𝐵 = 𝐹𝐺 ,𝐾 𝐴, 𝐵 . 

2. 𝐹𝐺 ,𝐾 𝐴, 𝐴  = 2𝑛, when A is a crisp set 

i.e. 𝜇𝐴 𝑥 = 0 𝑜𝑟 1 

3. 𝐹𝐺 ,𝐾 𝐴, 𝐵 = 𝐹𝐺 ,𝐾 𝐴  , 𝐵   

Proof: Divide the universe of discourse into tow subsets 

as Ω =  𝑥 ∈ 𝑋 𝜇𝐴 𝑥  ≤ 𝜇𝐵 𝑥  ∪
 𝑥 ∈ 𝑋  𝜇𝐵 𝑥  <  𝜇𝐴 𝑥  , which we will denote as 

Ω1, Ω2  respectively. 

In 

Ω1, 𝐴 ∪ 𝐵 ⇔ 𝜇𝐴∪𝐵 𝑥 =
max 𝜇𝐴 𝑥 , 𝜇𝐵 𝑥  = 𝜇𝐵 𝑥 And 𝐴 ∩ 𝐵 ⇔

𝜇𝐴∩𝐵 𝑥 = min 𝜇𝐴 𝑥 , 𝜇𝐵 𝑥  =
𝜇𝐴 𝑥  𝐹𝐺,𝐾 𝐴 ∪ 𝐵, 𝐴 ∩ 𝐵 = 𝐹𝐺 ,𝐾 𝐵, 𝐴 =
𝐹𝐺 ,𝐾 𝐴, 𝐵 Similarly we can prove the result for Ω2 . 

Hence property 1 holds. Cleary property 2 and 3 holds. 

4. CONCLUSION 
In this paper we have presented various information theoretic 

advancements in the area and a new measure of fuzzy directed 

divergence has been defined using aggregation operators and 

some of its mathematical properties have been proved. 
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