
International Journal of Computer Applications® (IJCA) (0975 – 8887)  

International Conference on Advances in Computer Engineering & Applications (ICACEA-2014) at IMSEC, GZB 

30 

 
A Heuristic Based RBFN for Location and Rotation 

Invariant Clear and Occluded Face Identification 

 

Goutam Sarker 
SMIEEE, Associate Professor 

Computer Science and Engineering Department 
 NIT Durgapur, India 

 
 

Shruti Sharma 
M Tech. Student 

Computer Science and Engineering Department 
NIT Durgapur, India 

 

ABSTRACT 
This paper describes a robust and efficient method for rotation 

and location independent identification and localization of 

facial images using one modified Radial Basis Function Network 

(RBFN) which embeds a new Heuristic Based Clustering (HBC) 

and Back Propagation (BP) learning. HBC in RBFN determines 

the natural number of clusters or groups on the  
basis of „person-view‟.  BP  network  learns  to  identify  a  

„person‟  irrespective  of  his  view.  The  method  successfully  

performs location  invariant  upright  and  rotated  facial  

identification  in  different  views  and  expressions  with  or  

without occlusion. The  
learning  as  well  as  identification  with  standard  facial  

database  is  fast,  efficient,  effective  and  the  accuracy as  well  

as precision of the system with Holdout Method is moderate. 

Keywords 
Machine learning, HBC, BP network, RBFN, Holdout Method, 

Accuracy 

1. INTRODUCTION 
Face identification and localization has drawn considerable 

interest and attention in the field of pattern recognition for last 

two decades. This is very important because of its potential 

applications such as in the field of video surveillance, access 

control system, retrieval of an identity from a dataset for 

criminal investigation and person authentication etc. Designing 

an automated system for face identification is difficult due to 

high variability in facial images .Sources of variability include 

individual appearance, three dimensional poses, facial 

expression, facial hair, makeup and other factors. Furthermore 

the illumination condition, background, scale and occlusion are 

all present in facial image acquired under real world scenarios. 

This makes face recognition and localization a great 

challenging problem [1, 2]. 

Many methods have been proposed [19, 20, 21, 22] for face 

identification tasks, from which neural network approaches 

achieve higher accuracy in detection because they are powerful 

to train large number of patterns. 

In one of our previous work [7], a multilayer BP Network was 

used for face identification and localization. The system was 

unable to handle rotation as well as occlusion. 

In our several other previous works [12, 13, 14, 15, 18] we have 

developed RBFN with OCA and BP Network. These systems 

were more or less meant for clear faces or fingerprints without 

any rotation and occlusion. Also the localizations were not 

location invariant. 

In our previous work [17] a modified RBFN was used for 

occluded fingerprint identification and localization, but the 

system was unable to deal with rotation and location invariance. 

In another of our work [16], a modified RBFN was used to 

perform location invariant face identification which was unable 

to deal with rotation and occlusion. 

In this paper, face identification and localization is implemented 

using modified Radial Basis Function Network (RBFN) [23] 

and the system can also identify occluded and rotated images 

which are in single frame as well as multiple image frame. The 

image dataset consists of faces of different persons in three 

different views and Heuristic Based Clustering (HBC) [3, 4, 5, 

6] Algorithm is used to cluster the image set. Back propagation 

(BP) Network is used in RBFN to learn to identify a person 

irrespective of his view and /or expression. 

In section 2, HBC, BP learning and RBFN are briefly 

introduced. Overview of the system is given in section 3. 

Algorithm of present technique is introduced in section 4. 

Measurement of performance of the system is discussed in 

section 5. Experimental results based on database from 

Pointin‟04 ICPR Workshop are reported in section 6. Related 

words are discussed in section 7. Finally conclusions are drawn 

in section 8. 

2. THEORY OF OPERATION 

2.1 Heuristic Based Clustering (HBC) 

Algorithm 
Natural clustering is one in which the classifier does not know 

directly or indirectly from the user a priori the total number of 

cluster to be formed. HBC is one such algorithm. The system 

performs natural grouping or clustering of the input data set. 

2.2 Back Propagation (BP) Learning 
One of the most popular methods for training multilayer 

network is Back Propagation (BP) [7] Learning Algorithm. 

2.3 Radial Basis Function Network (RBFN) 
RBFN is a complicated Pattern Recognition Network that 

computes and thereafter uses radial basis function as activation 

function. The overall output of the network is a non linear 

combination of weighted sum of radial basis units. 

RBFN have attracted massive research interest in the field of 

neural network [25, 26, 27, 28]. The basic structure of RBFN is 

shown in Figure 1 
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Figure 1: RBF Neural Network 

 

The output of kth RBF unit is 

Hk(X)=Hk[||X-k  

where k=1,2… , j. X is an i dimensional input vector, k is the 

vector with same dimension as X, j is the number of hidden 

units and Hk(.) is the RBF unit. 

Typically Hk is chosen as a Gaussian function  

Hk(X)=exp[-||X-k||
2
/2k

2]                                                     (2) 

||.|| is the Euclidean Distance between input image and central 

image. 

The jth output Yj(X) of RBF neural network is  

Yj(X)=b(j)+ 𝐻𝑖(𝑋)𝑛
𝑖=1 *w2(j,i)                                              (3) 

where w2(j,i) is the weight of the ith respective field to the jth 

output and b(j) is the bias of jth output. 

In the following analysis, the bias is not considered in order to 

reduce network complexity. Hence , 

Yj(X)= 𝐻𝑖(𝑋) 𝑛
𝑖=1 *w2(j,i)                                                     (4) 

3. OVERVIEW OF THE SYSTEM 

3.1 Preprocessing 
The image has to be preprocessed before learning or 

identification. There are several steps in pre-processing.  

i) Gray Image Conversion: First step is to convert the image 

into gray scale.  

ii) Noise Elimination: This step is done to eliminate the noise 

from facial images.  

iii) Deblurring: This process reduces the blur of sample pattern 

in the noise eliminated faces.  

iv) Image Normalization: This process normalizes all patterns 

into 75*75 pixels and stores into the training database.  

v) Image Binarization: Now the image is converted into binary 

image.  

vi) Conversion of 2D matrix of images into 1D matrix: The 

images in the database which are in 2D matrix of 75*75 are 

converted to a 1D matrix form. 

Figure 2 shows the steps involved in pre-processing of images. 

 

Figure 2: Image Preprocessing Scheme 

4. ALGORITHM OF PRESENT 

TECHNIQUE 

4.1 Learning Algorithm 
4.1.1 Heuristic Based Clustering 
Here we are presenting the HBC algorithm for computing the 

andfor every basis unit. 

Input: A facial pattern set with n faces. 

Output: A cluster set C with k different clusters C1 ,C2, … , Ck 

Steps: 

i) Select an element randomly from the dataset (say ax) and find 

its nearest neighbor (say ay). Include ax, ay in cluster Ci. 

ii) Find the nearest neighbor of ay (say az) and include it in 

cluster Ci. 

iii)  Find the nearest neighbor of az (say aw) and include it in 

cluster Ci. 

iv) Find the distances between all pair of data points ax, ay, az, 

aw. 

v) Find the largest distance and call it the threshold. 

vi) Find all the neighbors of ax, ay, az, aw which lie within the 

threshold distance and include them in the cluster Ci. 

vii) Repeat steps i to vi taking all the unexplored elements as 

the dataset for (i+1)th cluster. 

The mean of each cluster is calculated by taking the average of 

all the data points which fall in one cluster. The width or 

Standard Deviation of each cluster is calculated by the formula 

i= 
1

𝑁
 (𝑋𝑖 − 𝜇𝑖)2𝑁
𝑖=1  

where N is the number of data points in each cluster, Xi is the 

data point of  ith cluster, i is the mean of  ith cluster. 
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4.1.2 BP Learning 
Here we are presenting the modified two layer BP Network 

Learning. 

begin 

    initialize t 

    initialize (wji)t  randomly between 0 and 1 excluding 0 and 

including 1 through a random number generator; 

    do 

        t t 

xtsequentially chosen pattern; 

       calculate the error;  

       ( wji)t+1=(wji)t + error; 

    until ( wji)t+1≈ (wji)t 

    return w 

end 

Where 

≡ a constant called the rate of learning. 

 t ≡ number of iterations 

 wji ≡ weight of the link between ith RBF unit and jth output unit. 

The larger the value of , the faster is the training, but it cannot 

be too large to make overshooting in learning. The smaller the 

value of , the slower is the learning. We have assumed 

=0.1.The learning stops when no further presentation of image 

causes the change in the weight of any link i.e ( wji)t+1≈ (wji)t. 

4.2 Face Identification 
The training dataset consists of faces of different persons in left, 

front and right views.. Each view has different expressions. 

After applying HBC on this dataset, clusters are formed in a 

manner such that each cluster has images of same person in a 

particular view. The BP layer output of RBFN gives the identity 

of an input person irrespective of his view and / or expression. 

In the present method for face identification, the number of 

inputs are set equal to that of features (i.e. dimension of input 

space), while number of outputs is set to the number of classes 

i.e. identifiable persons.  The number of basis (hidden) unit is 

equal to the number of clusters formed by HBC which is also 

equal to the number of „person-view‟. 

 

Figure 3:  Identification of faces 

Before the image for testing is fed to the network it is required 

to find the angle by which it is rotated. This can be done by 

finding the slope of a particular line in the rotated image which 

is horizontal in the upright image. For our purpose we have 

chosen the line which forms the base of the image. We have 

found the convex hull [32] of the region of the person for 

finding this base line. A set A is said to be convex if the straight 

line segment joining any two points in A lies entirely within A. 

The algorithm is presented below: 

4.2.1 Convex Hull Algorithm 
Here we are presenting the Convex Hull Algorithm which finds 

the region of the person in the image. 

i) Find the points with minimum and maximum x coordinates, 

those are bound to be part of the convex. 

 ii) Use the line formed by the two points to divide the set in 

two subsets of points, which will be processed recursively. 

 iii) Determine the point, on one side of the line, with the 

maximum distance from the line. The two points found before 

along with this one form a triangle. 

iv) The points lying inside that triangle cannot be part of the 

convex hull and can therefore be ignored in the next steps. 

v) Repeat the previous two steps on the two lines formed by the 

triangle (not the initial line). 

vi) Keep on doing so on until no more points are left, the 

recursion has come to an end and the points selected constitute 

the convex hull. 

4.2.2 Algorithm to Find the Angle of Rotation 
Here we are presenting below the steps to find the base line and 

thereby its slope to convert the image into an upright one. 

i) Threshold the image to binary to filter out the region 

belonging to the person and complement the image to get 

person‟s region. This region is refined further by filling holes 

and morphological closure.  

ii) Find the convex hull of the region. Find the longest line by 

checking each line of the convex hull separately. Normally this 

should be the base of the region. 

iii) Calculate the slope of longest line and find its angle with 

horizontal axis. 

iv) Rotate the original image with the angle found to get the 

upright image. 

The above steps give a rotation corrected image, but for correct 

identification we need to crop this image and position it 

correctly.  

During the testing of each and every test image, BP network 

produces different output activation in the output units. The 

output unit which shows the highest activation above a 

threshold value gives the class of the pattern given as input. 

 4.2.3 Multiple Image Frame 
To find the location of different images in the frame, following 

algorithm is adopted. 

begin 

     input the image frame. 

    threshold the image frame into binary to mask the individual 

image regions. 

    remove noise from the binarized image. 

    extract all connected components 

    for each connected component 

         find its bounding box. 
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        extract the same region in the original image frame with 

coordinates of the bounding box. 

    end for 

end 

In the above algorithm we convert the image frame into binary 

keeping a threshold such that the individual image regions in 

the frame are masked i.e. they become completely black .After 

removing the noise from this binarized image we find the 

connected components i.e. maximal region of connected pixels 

which are not separated by boundary. The bounding box of 

connected component gives the upper left corner coordinates 

and its width and height. With the help of these coordinates we 

get the individual images from the image frame. For each image 

obtained from the frame, steps to find the angle of rotation are 

performed. The image thus obtained, after performing pre-

processing steps, is then fed to the network for identification. 

5. MEASUREMENT OF THE 

PERFORMANCE OF THE SYSTEM 

5.1 Holdout method 
To measure the performance of the system, Holdout method is 

used. The available dataset is divided into two sets: training and 

test. Training dataset is that portion of the available labeled 

examples that are used to build the classifier. Test dataset is that 

portion of available labeled examples that is used to measure 

the performance of classifier.  

5.2 Accuracy 
The accuracy of a classifier is the probability of its correctly 

classifying records in the test dataset. It is measured as the 

percentage of records in the test dataset that are correctly 

classified by the classifier. 

5.3 Precision  

The precision of a classifier is the probability of records 

actually being in Class C if they are classified as being in Class 

C. 

If there are two classes Class1 and Class2, Fig 4 shows the 

confusion matrix. 

 

Figure 4 Confusion matrix 

With this confusion matrix: 

Percentage accuracy of classifier = 
(𝑎+𝑑)

(𝑎+𝑏+𝑐+𝑑)
 * 100 

Percentage precision for Class C1 = 
𝑎

(𝑎+𝑏)
 * 100 

Percentage precision for Class C2 = 
𝑑

(𝑐+𝑑)
 * 100 

 

 

 

6. EXPERIMENTAL RESULT 
Experimental results are based on database from Pointing‟04 

ICPR Workshop. The training dataset consists of images of 4 

different persons, each in 3 views (left, right and front) and 10 

expressions, thus making a total of 120 images. The test dataset 

consists of 80 images each of known and unknown, clear, 

occluded and rotated single as well as multiple image frame. 

Time taken for learning in this system is 19.68 seconds. 

 

 

Figure 5 some images from training dataset 

The figures below show the test images: single_rot_occ1 (Fig 6) 

and multi_rot_occ1 (Fig 7). 

 

Figure 6 single image with rotated and occluded image. 

 

 

Figure 7 multiple image frame with rotated and occluded 

images 

 

We took one sample rotated, noisy blurred and occluded image 

and the preprocessor performed evaluation of the angle of 

rotation of image then it performed noise elimination, 

deblurring of the image and finally binarization of image to 

ultimately get the 2D image matrix and thereafter the 1D image 

matrix i.e. the internal form of the preprocessed input image. 

This is shown below diagrammatically 
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Table 1 and Table 2 present the confusion matrix for occluded 

rotated images in single and multiple image frame respectively. 

Table 1: Confusion matrix for Occluded rotated image in 

single image frame 

 
Person 

1 

Person 

2 

Person 

3 

Person 

4 

Unknown 

Persons 

Person 

1 
13 0 1 1 1 

Person 

2 
0 15 3 0 5 

Person 

3 
0 0 16 0 5 

Person 

4 
0 0 0 17 3 

 

Table 2: Confusion matrix for Occluded rotated image in 

multiple image frame 

 
Person 

1 

Person 

2 

Person 

3 

Person 

4 

Unknown 

Persons 

Person 

1 
17 0 1 0 4 

Person 

2 
0 14 1 0 4 

Person 

3 
0 0 16 2 3 

Person 

4 
0 0 0 15 3 

 

Table 3 shows the accuracy and Table 4 shows the learning 

time of the classifier including both training and testing time, 

for clear and occluded faces with and without rotation in single 

as well as multiple images frame. 

 

 

 

 

 

 

Table 3: Accuracy of classifier 

Type of face 

Type of Image Frame 

Single face 

image 

Multiple face image 

frame 

Clear faces 98.75 92.5 

Occluded faces 97.5 91.25 

Clear Rotated 

faces 
68.75 73.75 

Occluded Rotated 

faces 
78.75 77.5 

 

Table 4: Learning time of the classifier 

Type of 

face 

Type of Image frame 

Single face image 

Training time=19.68 

Multiple face image 

frame 

Training time=19.68 

Testing 

time 

Total 

Learning 

time 

Testing 

time 

Total 

Learning 

time 

Clear faces 0.2965 19.9765 2.7715 22.4515 

Occluded 

faces 
0.2863 19.9663 2.3748 22.0548 

Clear 

Rotated 

faces 

0.7566 20.4366 6.1547 25.8347 

Occluded 

Rotated 

faces 

0.6901 20.3701 6.0631 25.7431 

 

Table 5 and Table 6 shows the precision of the classifier for 

single face images and multiple face images frame respectively. 

Table 5: Precision of the classifier for single face images 

Type of face Person1 Person2 Person3 Person4 

Clear Faces 95 100 100 100 

Occluded Faces 100 100 95 95 

Clear Rotated 

Faces 
70 63.63 71.42 70.58 

Occluded Rotated 

Faces 
81.25 65.21 76.19 85 

 

Table 6: Precision of the classifier for multiple face images 

frame 

Type of face Person1 Person2 Person3 Person4 

Clear Faces 100 95 100 95 

Occluded Faces 100 95 95 95 

Clear Rotated 

Faces 
80 69.56 72.72 73.68 

Occluded Rotated 

Faces 
77.27 73.68 76.19 83.33 
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The system performs well for clear and occluded images 

without rotation and the accuracy is above 90%, while for 

rotated images the accuracy drops to 68.75 % for single image 

frame and 73.75% for multiple images frame. Similarly the 

precision of classifier is more for clear and occluded images 

without rotation and drops to 63.63% when rotation is included 

in the single face images and 69.56% in multiple face images 

frame. 

Some salient portion of user-system interactions are shown 

below: 

MAIN MENU : 

Name the folder for learning faces: 

training_dataset 

Time elapsed for learning 

    19.6837 

IDENTIFICATION: 

Enter your choice:1 for single frame image 

testing, 2 for frame independent testing:1 

name the test image:single_rot_occ1 

Face is person 

     1 

Time elapsed for identification 0.6901 

seconds 

Want to test more? 

Enter y for yes or enter n for no:y 

Enter your choice:1 for single frame image 

testing, 2 for frame independent testing:2 

name the test image:multi_rot_occ1 

The face is person 4 at position (271 

,852) 

The face is person 3 at position (307 

,405)  

The face is person 1 at position (548 

,661) 

The face is unknown at position (603 ,329) 

The face is person 4 at position (636 

,921) 

The face is unknown at position (916 ,446) 

The face is person 3 at position (910 

,738) 

Time elapsed for identification 6.0631 

seconds 

7. RELATED WORKS 
Many methods have been developed for face recognition and 

localization. The approach [31] proposed a system that localizes 

the face from the given input image using the skin color 

detection method where face is located using template 

matching. An approach [30] localized faces using a single grey 

scale image. They analyzed performance of each feature 

detector which shows the “non-linear SVM” reduced the 

number of false negatives by 32.2% in comparison with the 

“linear-SVM”. 

A face detection system using RBFN was implemented in [35] 

which gives 96% face detection and 97% non-face detection 

rate. 

In [33], a retinally connected neural network examines a small 

window of an image, and decides whether each window 

contains a face or not. This system can detects only upright 

faces looking at the camera. Preliminary work in this area 

indicates that detecting profiles or semi-profiles views of face is 

more difficult than detecting frontal views. 

A neural network based face detection system which detects 

faces at any degree of rotation in the image plane is described in 

[34]. It uses multiple networks: a „router‟ to detect the 

orientation of image and one or more „detector‟ networks which 

detect faces. The system is able to detect 79.6% of faces with 

small number of false positives. 

8. CONCLUSION 
A location and rotation invariant face identification system for 

plain as well as occluded images based on modified RBFN 

using a new Heuristic Based Clustering (HBC) has been 

designed and developed. The system is able to identify rotation 

invariant clear as well as occluded facial images and localize 

those images in image frames which are completely location 

invariant. The accuracy as well as precision of clear, rotated as 

well as occluded images with Holdout Method is moderately 

high. The system is efficient, effective and fast while the 

network size is small. Also the learning time including both 

training and performance evaluation is moderate. 

The work may be further extended by increasing the number of 

identifiable persons as well as number of angle-expression 

combination. 
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