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ABSTRACT  

Feature subset selection is a crucial phase in modeling 

accurate classifiers in data mining and machine learning, 

especially with High Dimensional Small Sized (HDSS) data. 

LDA can also be used for feature selection as an efficient 

measure for evaluation of the feature subset. While LDA is 

applied to feature selection on HDSS data and class 

imbalance, it meets some difficulties, such as singular scatter 

matrix, overwhelming, overfitting, and computational 

complexity. For this purpose, a new LDA based feature 

selection technique based is proposed which focuses more on 

minority class with a novel regularization technique. Main 

objective is to enhance the performance of feature subset 

selection process using LDA in distributed environment. 

Sample ratio between both classes has been determined. 

Keywords 

Feature subset selection, Class emphasis, HDSS, 

Classification, Regularization 

1. INTRODUCTION 
Recently, Feature Subset Selection Process is a challenging on 

High dimensional small sized data [1] having scope from 

research and investigation point of view. The data with high 

dimension and having small size problems consists of 

considerably more features than instances. So before 

constructing a classification model, Feature selection 

generally helps as a crucial phase owed due to Curse of 

dimensionality [1] [4] [11]. For learning methods to work 

efficiently, data preprocessing is very crucial for which 

Feature selection is measured as most promising and 

important practices for data preprocessing. Feature selection 

or subset selection involves selecting the Feature subset that 

exploits the accuracy of classification. Good Feature subset 

comprises of the minimum number of features that exploits 

the classification accuracy. 

Selection methods are used to satisfy some common 

objectives such as eliminating redundant and irrelevant data 

and improving result directly, increasing the accuracy of 

classifier, decreasing dimensionality, and to help to avoid 

slow execution time of learning algorithms. The class 

imbalance problem is a problematic challenge which many 

times occur in HDSS data. It means that one class has more 

number of samples than in case of other class.The class 

having majority of samples data is referred to as majority 

class. Due to class imbalance problem, the classifier is mostly 

affected for a specific data set, which could lead overall 

accuracy but very low performance on the Minority class [8]. 

Traditionally, feature selection algorithms always considered 

majority class for classification purpose, in such case, 

minority class was neglected. But there is a possibility that the 

minority class can improve the classification performance as 

well.So instead of considering only majority class in case of 

class imbalance, minority class should be given more 

importance. 

Mostly for pattern classification, LDA is used as a classifier. 

Though, it can also be used as an efficient measure for feature 

selection [1]. As a substitute for an evaluation purpose of the 

classification error of LDA classifier, feature selection based 

on LDA can be used. This will be built on ratio of between-

class scatter and within-class scatter. Projection of LDA 

contains inverse process of the scatter matrix. Also, scatter 

matrix is singular for HDSS data. For this purpose, 

regularization technique[1] [13] is the best practice. 

Regularization practice consists of class and diagonal 

emphasis. Overfitting [4] is another problem caused. LDA 

overfits the training data due to small size of samples, and 

selected feature subsets shows poorer on testing data as 

compared to training data. This can also be overcome using 

regularization technique.  

Overwhelming [4] problem occurs due to imbalance of class, 

majority class overwhelms minority class. It inclines to 

control the process of feature selection, which in advance 

worsen overfitting problem in minority class. Classification 

algorithm consists of a set of samples, where every sample is 

defined by a fixed number of features along with a class label. 

Linear SVM [12] is used as a classifier due to its remarkable 

performance on gene microarray data. The performance of 

classification can deteriorate if it is directly applied on 

datasets which are of high dimension, imbalanced or of small 

sample data. Hence we are proposing here more efficient and 

robust method based on LDA which focuses on minority class 

which will increase the performance of classification. 

Furthermore, based on the minority class emphasis the sample 

ratio of majority and minority is taken into consideration. 

2. LITERATURE SURVEY 
Recently, many researchers have worked on improving the 

performance of classifier using feature subset selection 

algorithm on data with high dimension and having small size. 

Some of them are briefed as follows: 

Jiang Zhu and Zhao Fei [2] proposed a unique approach based 

on multi-criterion fusion for improving the accuracy and 

robustness of feature selection algorithm. The unselected 

features may consist of useful information if not selected 

reduces the performance of feature selection. So the fusion 

method is used to exploit the suitable information in the 

neglected features. For selecting the features, the selection 

criterions of Fisher Ratio, ReliefF [3] and polynomial support 

vector machine (PSVM) are considered. 
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Relief is common feature ranking based method which 

considers the dependencies between features when features 

are evaluated [3]. Relief Family consists of Relief, ReliefF 

and RRelief. Basic Relief algorithm is limited to two-class 

classification problem. In brief, Relief algorithms provide 

robustness and are noise tolerant. These algorithms have a 

larger computational complexity. Also, Relief algorithm 

voraciously attempts to reduce Bayes Error assessed by the 

kNN estimator. 

A feature subset selection algorithm which is dependent on 

classifier was proposed called SVMRFE [5]. It has been 

usually used as a feature selection algorithm because of its 

worthy classification performance. To overcome the previous 

problem of selecting genes with correlation techniques, 

Y.tang [5] proposed a method of selecting genes using SVM 

methods based on Recursive Feature Elimination. It has been 

seen that genes which are selected by SVM-RFE gives a 

better classification performance. SVM-RFE technique 

automatically eliminated gene redundancy and produces 

improved and compacted gene subsets. 

H. Peng et al. [6] considered the selection of worthy Features 

for Maximal statistical dependent criteria created on Mutual 

information. Previously, there was trouble in directly 

employing the Maximal dependency condition, consequently 

for first order incremental feature selection, corresponding 

method called as mRMR criterion is proposed. Then, it 

presented a two stage algorithm for selecting features by 

relating mRMR [6] with additional classier Feature selectors. 

At very low cost, this allowed in selecting a compressed set of 

more Features. It has been observed that mRMR makes 

improvement in feature selection as well as in the 

classification accuracy. 

Fisher ratio evaluates feature based on its individual 

characteristics. It is well-known algorithm because of its 

simplicity and good performance in classification [2] [9].  

F. Yang, K. Z. Mao [9] suggested method to increase the 

robustness of Feature Selection with multiple criteria fusion 

for feature evaluation. Recursive Feature Elimination 

algorithm based on Multi criterion fusion is developed called 

as MCF-RFE. Multiple criteria is used for the Feature 

evaluation and it inclines to be less sensitive to the incorrect 

valuation, and hereafter, the toughness of the Feature selection 

algorithm is enhanced.  The basis criteria used are Fishers 

ratio, Relief, ADC and AW-SVM. Main goal was to enhance 

the Feature selection consequences in terms of both 

Classification stability and performance. 

3. PROBLEM DEFINATION 
Classification of microarray dataset poses main challenge 

owing to the large number of features as associated to the 

number of samples. This is a crucial problem in machine 

learning which is called as feature selection. Selecting a good 

subset of features regarding the objective models, an 

proficient way for reducing dimensionality, eliminating 

inappropriate data, increasing learning accuracy, and 

improving result directly can be achieved using feature subset 

selection. In conventional form, Majority class had equal or 

more emphasis, but there may be possibility that minority 

class may improve overall performance of Feature selection 

algorithm on the data possessing high dimensional and with 

small size [1]. 

Also, traditional forms of regularization technique to LDA did 

not focused on minority class with diagonal emphasis. So, 

based on above criteria, LDA based feature subset selection 

technique with regularization on HDSS data with class 

imbalance is proposedwhich focuses on minority class and is 

experimentally evaluated. 

4. IMPLEMENTATION DETAILS 
A system is designed to provide analysis of high dimensional 

dataset having small size and class imbalance. This system 

provides a solution to identify feature set selection using 

minority class with the help of new regularization technique: 

Minority Class Emphasized Linear Discriminant Analysis - 

MCELDA. This technique overcomes the problems faced by 

traditional LDA technique such as singular scatter matrix and 

overfitting and overwhelming. SVM is used as a classifier 

which produces remarkable results towards gene microarray 

data. 

4.1 Block Diagram 
Most important step is data preprocessing. After this, evaluate 

class, viz., majority class and minority class. Here, minority 

class is emphasized with regularization technique.  

Proposed System is evaluated in distributed environment to 

reduce the time complexity. 

Proposed system is described in Fig. 1. 
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Figure 1: Block Diagram of Proposed System 

Taking some support from paper [1] following concepts is 

described as follows: 

4.1.1 Feature Evaluation 
For evaluation of features, Fisher’s Ratio and LDA based 

evaluation is used. 

a. Fisher Ratio 
Fishers Ratio independently evaluates the significance of each 

feature as given below [1]: 

𝐹𝑅 𝑋𝑗  =  
(𝑚 𝑗 (1)−𝑚 𝑗 (2))2

𝜎𝑗 (1)
2 + 𝜎𝑗 (2)

2    (1) 

Where, 𝑚𝑗 (1) and 𝜎𝑗 (2)
2  are sample mean and variance of 

feature Xj of class c, c =1, 2. 

 

The feature is more informative if FR value is larger. Whole 

discriminating power of the feature subset 𝑓(𝑡) calculated by 

Fishers ratio will be: 

𝐹𝑅 𝐹 𝑡  = 𝐹𝑅 𝑋1 +  𝐹𝑅 𝑋2 + .  .  . + 𝐹𝑅(𝑋𝑡)         (2) 

 

b. LDA-based Evaluation 
LDA considers correlations between features when a group of 

features are evaluated. 

For a given feature subset 𝐹(𝑡) , all samples are projected by 

LDA from t-dimensional space to new dimension [1] and then 

using Fishers ratio the goodness of feature subset will be 

evaluated using following equation: 

𝐹𝑅 𝐹 𝑡  =  
𝑤𝑆𝐵𝑤𝑇

𝑤𝑆𝑊𝑤𝑇
                                (3) 

Where, w is the 1 × 𝑡 projection vector 

𝑆𝐵  𝑎𝑛𝑑 𝑆𝑊are the between-class and within-class scatter 

matrix defined below: 

And 𝑤𝑇  is given by, 

𝑤𝑇 = 𝑆𝑊
−1(𝑚(1) − 𝑚(2))𝑇                          (4) 

𝑆𝐵 =  𝑚 1 – 𝑚 2  
𝑇 

( 𝑚(1)  −  𝑚(2) )    (5) 

 

When a feature 𝑋𝑗  is added into 𝐹(𝑡−1)to form𝐹(𝑡), there will 

be: 

∆𝑚𝑡 = [∆𝑚𝑡−1, ∆𝑚𝑗   ]                              (6) 

Where, ∆𝑚𝑡 is between-class difference of sample mean of 

feature𝑋𝑗  

𝑆𝑤  =  𝑆𝑊 1 +  𝑆𝑊(2)                             (7) 

𝑆𝑊 𝐶 =  
1

𝑛𝑐−1 
 (𝑥 − 𝑚(𝑐))𝑇  (𝑥 − 𝑚(𝑐))

𝑥 ∈𝑐𝑙𝑎𝑠𝑠  𝑐
           (8) 

Where, 

 𝑚𝑐  𝑎𝑛𝑑 𝑆𝑊(𝑐)are the mean vector and with-class 

covariance matrix of class c 

𝑛𝑐 is the number of samples of class c 

Finally, LDA will evaluate a feature subset 𝐹(𝑡) as follows: 

𝐹𝑅 𝐹(𝑡) =  𝑚(1) − 𝑚(2) 𝑆𝑊
−1(𝑚(1) − 𝑚(2))𝑇            (9) 

4.1.2 Regularization Forms to LDA 
Regularization techniques [1] [13] are used to deal with a 

singularity as well as with overfitting problems. 

First form of regularization is to add a small positive constant 

to the diagonal of the scatter matrix. Another form of 

regularization is the so-called shrinkage technique. It shrinks 

individual within-class scatter matrices in towards the pooled 

scatter matrix 𝑆𝑝 . 

Here, Regularization technique [1] on which we are focusing 

are on the minority class first and then on the diagonal. 

𝑆𝑊 𝛾 =  𝛾𝑆𝑊 1 + (1 − 𝛾)𝑆𝑊(2)           (10) 

𝑆𝑊 𝜌, 𝛾 =  𝜌𝑆𝑊(𝛾) + (1 − 𝜌)𝑑𝑖𝑎𝑔(𝑆𝑊(𝛾))             (11) 

 

Where, 𝛾 ∈ (0, 0.5) when n1 > n2 and 

𝛾 ∈ (0.5, 0) when n1 < n2 

 

𝜌 ∈ [0, 1] 
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4.2 Incremental approach of LDA based 

Feature Subset Selection 
Input: D: Dataset file with pairwise sample  

< 𝑥 1 , 𝑦 1 >, < 𝑥 2 , 𝑦 2 >,.  .  . < 𝑥 𝑛 , 𝑦(𝑛) > 

Output:𝐹(𝑑): feature subset of d selected attribute from D 

Processing: 

1. Initialize 𝐹(𝑑) = {} 

2. Evaluate Fisher ratio FR of each attribute using 

eq.(1) 

3. Identify attribute  𝑋𝑗  with max(𝐹𝑅𝑗   ) 

4. Add 𝑋𝑗  in feature subset  i.e. 

𝐹(𝑡) = {𝑋𝑗 } 

5. Remove 𝑋𝑗  from Attribute set X 

6. For each attribute i in X 

- calculate between-class difference of sample 

mean ∆𝑚𝑡  using eq.(6) 

- within class scatter matrix 𝑆𝑤as eq. (8) 

7. Calculate attribute with maximum relevance 

8. Identify attribute with maximum relevance 

9. Add Attribute in 𝑋𝑖  in feature set 

𝐹(𝑡) = 𝐹(𝑡−1)  ∪  𝑋𝑖  

10. Remove 𝑋𝑗  from Attribute set X 

11. Repeat steps 6 to 9 until t = d 

 

This technique mainly focuses on minority class by improving 

overwhelming of majority class hence there is remarkable 

improvement in classifier’s performance on datasets. 

Compare resultant feature subset with different sample 

distribution ratio of majority and minority class. Sample ratio 

distribution is done by considering equal ratio of both classes. 

To improve efficiency, system is implemented in distributed 

environment. 

5. EXPERIMENTAL SETUP AND 

RESULT DISCUSSION 

5.1 Performance Measure 
Performance evaluation metric plays a significant role in 

assessing both performance of classification and guiding the 

classifier modeling.  

AUC considers class imbalance and hence it is considered as 

better measure than accuracy. 

 Table1. Confusion Matrix 

 Predictive Class 

True Class Positive Negative 

Positive TP FN 

Negative FP TN 

a. AUC 
The Area under a ROC Curve (AUC) is only measure of a 

classifiers performance for evaluation of which model is 

superior on average. 

𝐴𝑈𝐶 =
𝑇𝑃𝑟𝑎𝑡𝑒 + 𝑇𝑁𝑟𝑎𝑡𝑒

2
 

b.  Accuracy 

Acc =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
 

5.2 Datasets 
Datasets related to microarray data are used for evaluating the 

effectiveness and performance.  

The proposed method is estimated using three publicly 

available microarray datasets. DLBCL [1], Prostate dataset 

has been used. Both datasets are of binary classification 

problems. DLBCL dataset includes 77 samples and 7,129 

features. Prostate dataset consists of 12,600 features and 136 

samples. 

5.3 Results 
Following graph shows the AUC comparison between 

different numbers of feature subsets using LDA-based feature 

subset selection. Evaluation is carried out on DLBCL dataset 

and Prostate datasets [1]. Parameters are set to as follows: 

Ɣ=0 and ρ=0.1 

Table 2. Accuracy (in %) of class and diagonal 

emphasis on DLBCL and Prostate dataset 

 

 

Figure 2 Comparative resultsof Class and diagonal 

emphasis on DLBCL (Outcome) dataset 
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Figure 3 Comparative results of Class and diagonal 

emphasis using oversampling techniqueon DLBCL 

(Outcome) dataset 

 

Figure 4 Comparative results of Class and diagonal 

emphasis using undersampling technique on DLBCL 

(Outcome) dataset 

 

Figure 2 Comparative results of Class and diagonal 

emphasis onProstate dataset 

 

Figure 3 Comparative results of Class and diagonal 

emphasis using oversampling technique on Prostate 

dataset 

 

Figure 4 Comparative results of Class and diagonal 

emphasis using undersampling technique onProstate 

dataset 

With respect to computational time, the proposed distributed 

system takes 38.465 seconds on DLBCL dataset with 300 

feature set. 

6. CONCLUSION 
LDA-based feature subset selection is performed using 

regularization technique, which emphasis on class first and 

then on diagonal of matrix. Sample ratios of both classes are 

considered by increasing as well as decreasing the samples. 

Classifier performs better on DLBCL and Prostate dataset 

when feature subset selection is performed on sample ratio 

distribution. In distributed environment, time complexity is 

reduced. 
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