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ABSTRACT 
Detection of text in camera-based images is a vital 

requirement for several computer vision applications. Text 

detection task is frequently challenging due to difficulties like 

composite backgrounds, dissimilarities of text orientations, 

font, size, color. The aim is to  recognize  text  in  a combine 

manner by searching for words from the image into text areas 

or single character candidates.  Text captured in natural scenes 

is most of the times with multiple orientations and point of 

distortions. Currently most research efforts focuses on 

horizontal orientation from images. To address same issues a 

novel approach unified distance metric learning framework is 

proposed an adaptive hierarchical clustering, which learns 

weights of the character candidates once at a time and 

adaptively integrate different feature similarities. An effective 

multi-orientation text detection system, which constructs the 

text character candidates by grouping characters based on an 

adaptive clustering. 

Keywords 

Distance metric learning, Multi-orientation, Scene text 

detection 

1. INTRODUCTION 
Detection and extraction method of text plays a vital role in 

many computer vision applications and in great demand for 

applications like reading, image retrieval, Image analysis, etc. 

Information gathering in form of extracting of text from 

natural scene images is a bid task because of dissimilarities of 

text format like font, color, scale, and orientation alignment, 

shape, composite backgrounds and texture, geometry of text, 

image low and high resolution, image illumination, layout, 

image distortion, blurring and lighting condition. A text 

extraction  in  natural  scene  contains  useful  and valuable   

information   and   makes   it   easy    to understand    for    

human    beings    and    computer machines.   This research 

topic is very active and challenging    task    in    many    

computer    vision applications. 

In real natural scenes most of the times text captured in 

multiple orientations and perspective distortions, however text 

detection is attentive on horizontal scene text detection. There 

are not many techniques suggested for multi-orientation text 

detection, and extraction for natural scene can be roughly 

analyze into three techniques: Region based technique, texture 

based techniques and hybrid technique [3]. 

 

 

Fig 1 Examples of Multi-orientation text natural scene 

Images 

Region based technique is technique that uses a bounding box  

or  sliding window to detect  a text from a natural scene and 

uses different technique to recognize text. In this approach a 

text region is identified from  a  complex  background  and 

eliminates   the   false   or   non-text   region.   This approach 

is based upon color, edge, shape, and contour and geometry  

features  [2].  On  the basis of these features separates text or 

false text region. The performance of region based technique 

is slow as compared to other techniques [12]. 

Edge based and Connected Component is a further 

classification of the region based approach. The texture based 

technique [8] uses different texture properties to extract a text 

from a complex image. Various techniques are used in textual 

information like Wavelets, Fourier Transform and Gabor 

filters, Transform Wavelet etc. A train classifier is preferred 

to extract the features of the target image region [2]. The main 

aim of train classifier is to distinguish the text or non-text 

region for a scene [8]. 

The hybrid technique [4] uses a combination of both 

techniques, i.e. region based and texture based technique. In 

this, first step region based technique is preferred to detect a 

text or character candidate using   the   Character   Component   

[CC]method.   The features are extracted from text region and 

use a classifier to decide which region contains a text or non-

text on the basis of texture based technique. The main 

disadvantage of these techniques that  the single technique is 

compatible for all the natural scene images due to size, color, 

font variation varies from one image to another image 

For better understanding of the concepts it is divided into 

sections: Section 1 describes the introduction of the system 

and motivation of the proposed system. Section 2 describes 

the related work in which motivational survey, efficiency and 

drawbacks of previous system are discussed. Section 3 

describes the detailed design of the proposed system. Section 

4 presents the experimental results for demonstrating the 

validity of the proposed system for the large scale datasets and 

Section 5 describes the conclusion. 
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2. LITERATURE SURVEY 
This Section explains the methods studies of all existing 

systems are included which were used pre-viously. By 

studying this, it gives all information, advantages, 

disadvantages and limitations of the existing systems. 

X.-C. Yin, X. Yin [9] designed hybrid and robust technique to 

detection and localization of text in natural scene using scale-

adaptive binarization to extract a candidate character. Then 

apply conditional random field (CRF) model is used to filter 

the non-text region. At last step, the energy minimization 

method is used to club the text line or text character region. 

The images come from ICDAR 2005 database and achieve a 

good result. 

Anhar Risnumawan  [10] develop a robust method for text 

detection in natural scene use a properties or features, i.e. 

Mutual Magnitude Symmetry (MMS), Mutual Detection 

Symmetry (MMD) and Gradient Vector Symmetry (GVS) to 

detect the text candidate from natural scenes. Local descriptor 

SIFT exploring the pixel text , identify the text candidate or 

remove the non-text pixels(candidate).Then apply the ellipse 

growing method which is based upon the text orientation , 

extract the text , restore and eliminate the non-text character in 

it. In this, the proposed method work on three datasets and not 

depend upon contrast, orientation, fonts, resolution and text 

size. 

Xu-Cheng Yin [11] propose an accurate and robust text 

detection technique based upon the Maximally Stable 

Extremal Region (MSERs) the text character is extracted 

weather the condition of the image is bad. A self-trained 

distance metric method is used that learns weights and single 

link methods use the learned parameters. The classifier is used 

to identify the posterior probability of text character and 

remove the non-text candidate character.  The proposed 

technique is very effective used the ICDAR 2013 dataset in 

“Text Localization in Born-Digital image” and “Text 

Localization in Real Scène”. In this paper, the ICDAR 2011 

database is used and gives a 76% f-measure which is good.  

the candidate text region is a real text or not in image layer. In 

the last step, OCR package is used to recognize the real text 

which is localized by the trained classifier. The accuracy or 

recognition rate of the text region improves on this layer 

method. 

Chucai Yi and Yingli Tian [12] present a framework to extract 

and localization a text from the complex natural scene by 

using three steps, i.e. boundary clustering, stoke segmentation 

and string fragmentation classification method. The text is 

automatically extracted and localization from natural scene by 

using three phases: pixel, character and string on the basis of 

the features. They proposed a two method to combine a stoke 

text and filter the non-text region. After the Gabor-based 

method is used to string fragment classification on the basis of 

text features. This method work upon a natural scene text, 

born-digital images, pictures captured by a blind person, 

broadcast videos, ICDAR 2003 and ICDAR 2011 dataset.  

 

Cong Yao [13] proposed a unified method of text detection 

and recognition of the multi-oriented natural scene using same 

features and classification method. They proposed a new 

dictionary search based method is used to detect and 

recognition errors and correct them. This technique work on 

different font, scales, orientation and color text in natural 

scenes .The proposed method mainly focus on multi-oriented 

text and achieves a performance parameter of f- measure 73 % 

work on four databases. 

 

For improving the performance of the large scale image 

dataset, it is key to find out the real and well organized 

method for image retrieval. To improve the accuracy the 

MPEG-7 descriptor is used. 

3. IMPLEMENTATION DETAILS 
The proposed system has several advantages over existing 

one: 
 

1. Proposed system is better enough to detect texts 

with Multi-orientations as well as scales with 

complex background in Natural scene images. 

2. Proposed method can well preserve the text 

characters integrality and under maximally extremal 

regions (MESR).  

3. Morphology clustering, Orientation clustering and 

Projection clustering for effectively use as the key 

feature. 

3.1 Adaptive Hierarchical Clustering 
A hierarchical structure based 2-dimensional proximity matrix 

is design with the help of an hierarchical clustering and also 

arrange data into a hierarchical structure manner. The 

outcomes are typically presented by a binary tree or 

dendrogram. From these outcomes different clusters of the 

data formation is done. Commonly, two major difficulties are 

faced in hierarchical clustering technique 

(1)The measure of the proximity of data  

(2)Determination of cluster numbers for obtaining the 

accurate clustering outcomes. 

Usually segmentation and clustering-based textual 

information extraction and detection   techniques   are   

tedious]. Additionally existing considerable clustering 

techniques with, the following  procedure  is  metric learning 

has unique attention on partitional clustering[23].        

Adaptive    hierarchical clustering technique involves metric 

learning have couple mentioned difficulties [24]. This system 

is simply constructed with help of three fundamental phases 

1) Sample selection, 

2) Weight conversion, 

3) Model determination. 

Single-link clustering technique [11] with distance metric 

learning is strongly preferred for horizontal scene text 

detection and can be seen as a precise case of this system. The 

system can easily involve various   hierarchical   clustering   

techniques   e.g., Single link clustering and divisive 

hierarchical clustering, Therefore an analysis of the different 

classes of available clustering techniques with big datasets 

may provide outstanding and useful conclusions.           A   set   

of   data   samples   are represented   by   X={x1,….., 

xj,…..xN}   where   xj= (xj1…xj2,…., xjn)T ϵ Ɍƞ  known as 

feature vector. Tree like nested structure constructed with the 

help of this proposed technique for data pattern X. Some 

initial knowledge for  data  variables,  from the  similarity 

view, Link points are, 

d (xi , xj) = є    (xi , xj) ϵ S 

Where ϵ is the threshold value. Non link points are, 

d (xi ,xj) > є     (xi , xj) ϵ D 

The threshold value є is used to get the cluster numbers. 
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3.2 Distance Metric Learning Framework 
Distance metric learning form is expressed as 

d (xi, xj: ω) = ω T vec(xi, xj),                                            (3.2.1) 

where weight vector ?, vec (xi, xj) is the similarity vector of 

two variables xi and xj. In this, the aim of this framework is to 

forming the two sets of clusters i.e. set S for same pair of 

points and set D for different pair of points. The distance of 

pair of points in set D is maximized and the same is 

minimized in set S. this framework is also capable of 

providing tough and indicative problems which are  

responsible  for  the  formation  of  number  of representative 

part of the problem, i.e., given the labeled cluster set 

{Ck}mk=1(with m clusters), the following strategy is used to 

compute D and S  

D = {(𝑥 𝑘 ,𝑦 𝑘 ) =      arg min      d(x, y; ω)}m
k=1 

                                                   x ϵ Ck   ,y ϵ C-k                                     (3.2.2) 

S = {( 𝑥 𝑘 , 𝑦 𝑘  ) =    arg    max min    d(x, y; ω)}m
k=1 

  x ϵ Ck      y ϵ Ck 

For weight conversion the same procedure  

θ= [- є ω] T, Hence, d (xi ,yj ; θ)                                     (3.2.3) 

For 2nd phase expression is denoted by, 

θ* = arg min J (θ: D, S)                                                  (3.2.4) 

 Where J (θ: D, S) is the objective function. 

3.3 Process Block Diagram 
First an adaptive hierarchical clustering algorithm with a 

unified distance metric learning framework is proposed. This 

framework has the advantages that both similarity weights and 

the clustering threshold can be simultaneously optimized. 

Consequently, this approach select and learn many parameters 

used in this text detection system. 

Second, text candidate’s construction includes several 

sequential character grouping steps: Morphology clustering 

first coarsely groups character candidates with similar 

appearance then orientation clustering group’s character pairs 

with consistent orientation. Finally, projection clustering 

finely separates text lines in the same orientation and 

grouping, constructing of text candidates with multiple 

orientations is based on maximally stable extremal region 

(MSER) technique. 

 

Fig. 2: Pipeline of the proposed Text Detection System 

 

Fig. 3: Steps in Multi-orientation Text Detection. 

4. RESULTS AND DISCUSSION 
In order to assess the performance of the proposed system A 

challenging multi-orientation natural scene text data set 

(USTB-SV1K)1, images of which are directly crawled from 

Google Street View. Google Street View is actually composed 

of 91 patch images with 512 * 512 size and their ground truth 

will be the categorization of the text detection system. The 

accuracy is measured using Mean Average Precision. 

Data set includes 2955 text regions, and the mean and 

standard deviation of the number of text regions per image are 

2.96 and 2.08 respectively.  

 

Fig 4 Input Image from USTV-1k Dataset 

 

Fig 5. Segmentation of Input Image 
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Fig 6. Character candidate Extraction of input image 

 

Fig 7. Candidate Construction of input Image. 

 

Fig 8  Text detection and recognition from input Image. 

The infrastructure of the text detection system provides the 

flexibility for incorporating techniques addressing multi-

orientation cases and  extend this framework by modifying the 

text candidates construction stage, and propose a unified 

multi-orientation text detection system, thereby enabling the 

effective detection of both multi-orientation and perspective-

distortion scene text. Following are  stages of multi-

orientation scene text detection system: 

A) Input Image: The proposed methodology was tried for 

both horizontal and Non-horizontal picture datasets. The 

input image is taken from USTSV-1k dataset shown in 

figure 4.  

B) Segmentation: The function of text line segmentation is 

to convert a region of multiple text lines into multiple sub-

regions of single text lines. Text line segmentation and 

character segmentation algorithms to obtain the precisely 

bounded characters as shown in figure 5. 

C) Character Candidate Extraction: In this step text 

components usually have significant  color contrast with 

backgrounds and tend to form homogenous color regions. 

The MSER algorithm that adaptively detects stable color 

regions provides a viable solution for localizing text . The 

approach [208] that uses a pruning algorithm to select 

appropriate MSERs as character candidates and hybrid 

features to validate the  candidates achieved as shown in 

figure 6. 

D) Character Candidate Construction: Text candidates are 

constructed by three sequential coarse-to-fine grouping 

steps with adaptive clustering and several parameters are 

learned by distance metric learning (see Fig. 7): 

morphology clustering, orientation clustering and 

projection clustering. Morphology clustering first coarsely 

groups character candidates with similar appearance 

together then orientation clustering refines  to group 

character pairs with consistent orientation together; finally 

projection clustering finely separates text lines in the same 

orientation as detected text shown in figure 8. 

4.1 Performance Metrics 
Accuracy is measured in terms of average precision at 

different recall values.  

It is given by formula 

precision=   
 𝑀𝑎𝑡𝑐 ℎ𝐷
 𝐷 
𝑗=1 (𝐷𝑗 )

 𝐷 
  , 

recall =
 𝑀𝑎𝑡𝑐 ℎ𝐺
 𝐺 
𝑖=1 (𝐺)

 𝐺 
 

The harmonic mean of p and r is denoted as standard F-

measure f .It is defined as the following 

     ƒ = 2 
𝑅𝑒𝑐𝑎𝑙𝑙  .  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙  ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

where G is the set of groundtruth rectangles. 

D is the set of detected rectangles. 

Table 1.Comparision Table 

Performance 

Parameter 

Precision Recall Harmonic 

Mean 

Current System 0.81 0.63 0.71 

Proposed System 0.89 0.68 0.79 
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Fig.2.Comparative results between proposed method and 

Existing Method 

4.2 Mathematical Model 
This system takes an image from a set of N images as input, 

where N is number of images in database. Set of operations 

are then performed on those images. The output of previous 

function will act as an input to the next function. 

The proposed system S is defined as follows 

S = {I, F, O} 

I denote input given to system. It is defined by, 

I = {I1, I2, I3, I4, I5} 

I1 = Training Image pairs dataset. It consists of multi-

orientation natural scene text data. 

I2 = 360 angle-view street view Patches Images. 

I3 = Dataset with Horizontal & Nearer Horizontal Orientation 

Images. 

I4 = Text Candidates. 

I5 = Partial Candidate Image Patches. 

O denotes output of the system. It is defined by, 

O = {O1, O2, O3, O4, O5} 

O1 = Gray scale image from original Input Image. 

O2 = Segmentation image of original Input Image. 

O3 = Text character pair by Adaptive Clustering. 

O4 = Text character pair extraction and construction by 

MSER of original Input Image. 

O5 = Final Detected Text. 

F denotes set of function. It is defined by, 

F = {F1, F2, F3, F4, F5} 

F1 = It is function of preprocessing an image converting into 

Gray Scale. Training Dataset having Natural scene images 

Multi-orientation text is provided as input to this function.. 

F2 = It is function of segmentation i.e. partition in an image 

with set of pixels. 

F3 = It is function of Adaptive clustering and distance metric 

learning for calculating proximity data of dataset. 

F4 = It is function of text extraction and construction using 

MSER technique from input image. 

F5 = It is a function of detecting final text candidate which is 

calculated from adaptive clustering and MSER Technique is 

given as input for getting detection result in form of text. 

5. CONCLUSION 

This paper presents a new MSER-based scene text detection 

method with several novel techniques. First, a fast and 

accurate MSERs pruning algorithm that enables us to detect 

most characters even when the image is in low quality is 

proposed. Second, a novel self-training distance metric 

learning algorithm that can learn distance weights and 

clustering threshold simultaneously text candidates are 

constructed by clustering character candidates by the single-

link algorithm using the learned parameters is proposed. 

Third, a character classifier to estimate the posterior 

probability of text candidate corresponding to non-text and 

eliminate text candidates with high nontext probability, which 

helps to build a more powerful text classifier, is proposed. 

Finally, by integrating the above new technique, a robust 

scene text detection system that exhibits superior performance 

over state-of-the-art methods on a variety of public datasets is 

proposed. 

5.1 Future Work 
Text Detection can be robustly automated and one can 

improve the accuracy of detected text in Multi-orientation 

scenarios in low resolution and blurry images and cursive text 

in scene images.  
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