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ABSTRACT 
Rapid evolution in technology and the internet brought us to the 

era of online services. E-commerce is nothing but trading goods 

or services online. Many customers share their good or bad 

opinions about products or services online nowadays. These 

opinions become a part of the decision-making process of 

consumer and make an impact on the business model of the 

provider. Also, understanding and considering reviews will help 

to gain the trust of the customer which will help to expand the 

business. 

Many users give reviews for the single product. Such thousands 

of review can be analyzed using big data effectively. The results 

can be presented in a convenient visual form for the non-

technical user. Thus, the primary goal of research work is the 

classification of customer reviews given for the product in the 

map-reduce framework. 
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1. INTRODUCTION 
Almost 85% customers read online reviews before making a 

purchase. The providers would get feedback from the reviews 

which would help them for improvements in the upcoming 

products. Usually, reviews are given in text format. The single 

product has a number of reviews. It is hardly possible to read 

each review in detail. Many kinds of research showed pictorial 

representation is more effective and easy to understand rather 

than textual representations. 

Existing work shows that various approaches are used for 

sentiment analysis founded on machine learning, a bag of words, 

natural language processing or even clustering. Though lots of 

work is done in the study domain, very few researchers are 

applied in big data framework to analyze mined opinions. 

Traditionally, reviews are classified into two categories: Positive 

and Negative filtering out neutral reviews. But Neutral review 

plays the important role in decision making. If neutral reviews 

are taken into consideration, the effectiveness of results will 

improve. Moreover, Limitation of prior works includes complex 

data visualization like SentiCompass [1], OpinionSeer [13] and 

untrusted product review source like twitter data as twitter do 

not verify purchase done by the reviewer. 

So, research work focuses on a novel approach to convert 

textual reviews into the visual representation, by adopting 

Hadoop environment for sentiment analysis to improve 

efficiency and to determine the attitude of mass towards the 

subject of interest. 

The scope of research work does not include: 

a. Consideration of emoticons  

b. Work aims only to evaluate expressions about the product 

not the betterment of the product  

The remainder of paper is organized as given below: Section 2 

presents current knowledge including substantive findings, as 

well as theoretical and methodological contributions from 

existing work to a research work. Section 3 outlines the 

proposed system overview and process pipeline. Section 4 gives 

implementation requirement and details. While in Section 5, a 

summary of research work and future scope is mentioned. 

2. RELATED WORK 
Sentiment Analysis is a process applied on document level, 

paragraph level or sentence level to find out favored polarity that 

is positive, negative and neutral. Opinion mining is established 

in the domain of microblogging to RSS feeds, investor’s choice 

to customer’s choice, social issues to politics. Sentiment analysis 

aims to find out the opinion of mass towards the subject of 

interest. 

There are various approaches for sentiment analysis: 

1. Dictionary based approach: 

The methods introduced in [17], [15] are built on opinion words 

that are commonly used in expressing positive or negative 

sentiment. This type of approaches uses SentiWordNet [23], 

tagged corpora with a positive score and a negative score along 

with part of speech tags. [16] proposed a novel lexicon based 

approach for opinion mining and also their own published 

lexicon dataset. 

2. NLP-based approach: 

In [21] Instead of classifying the whole document, Subject-

oriented classification helps to improve precision. Thus, in this 

approach, using natural language processing they have identified 

the semantic relationship between subject terms and sentiment 

expression. Natural language processing assists in determining 

the structure of a sentence. [5] gives a brief idea about phases 

involved in such a kind of approach. 

3.Machine Learning approach: 

Pang & Lee, 2008 introduced machine learning approach which 

has two stages training stage and testing stage. In a training 

phase, sample dataset is classified using algorithms like Naïve-

Bayes classifier, Support Vector Machine, Maximum Entropy 

model, etc. For domain-specific training data, efforts for manual 

tagging are necessary. Test dataset is then classified using 

trained model. 4.Ontology-based approach: 
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[10], Twitter which is micro-blogging website is used as a data 

source. Tweets related to smartphones are used as input data. 

Domain-specific ontology i.e. ontology for smartphones is built 

in the first phase. Each tweet is divided into a set of aspects 

relevant to the subject. In result, tweets are characterized by 

sentiment score as well as sentiment grade. 

[9] gives a detailed survey of techniques which are used for 

sentiment analysis. Survey shows that sentiment analyzers are 

language reliant. It provides a comparative study of different 

techniques. 

SentiCompass [1] is an interactive visualization of time-varying 

twitter data. It has obtained data using twitter API for two cases 

sports and political election. Work done on sentiment analysis 

and visualization of twitter data prior to SentiCompass has 

missing temporal data representation. SentiCompass 

Visualization includes TimeTunnel representation and Russell 

Circumplex‟s 

Model [23]. Sentiment analysis of tweets is done by using 

ANEW (Affective Noun for English Words) [22] which have 

ratings for 1340 words. For deciding polarity of sentiment, 

Naïve Bayes Classifier [4] is used. Visualization is enriched 

with various interactive feature like hover, zooming, etc. Thus, 

SentiCompass overcome the problem of temporal data 

representation successfully. 

 

Sentiment Analysis Using Big Data [3] proposed a framework 

which has two features: 
 
a. Analyzing opinions in map-reduce environment  

b. Lexicon based technique to extract neutral reviews and 

restricting reviews being classified into positive or 

negative.  

The framework is applied to the customer reviews given on 

twitter. They considered reviews for “Google Glass” for 

demonstration. Usually, neutral reviews are ignored because the 

neutral text is not as important as clear positive or clear negative 

reviews are. But to achieve accuracy, Koppel, and Schler [18] 

shown that every polarity must be taken into consideration. 

Naive Bayes classifier is designed in the map-reduce 

environment. The framework identifies the polarity of 

sentiment, classifies into three categories (i.e. positive, negative 

and neutral) and then visualizes the result. Use of Hadoop 

provided the better capability of analysis.  

In [11] they have done mining on book reviews to identify 

features of similar books and to compare user ratings for the 

same. They used Goodreads as a source of book reviews. On 

Goodreads, users can keep a log of books they have read, along 

with opinion about the book, expressed in terms of 5-star rating, 

and in the form of written reviews. The term frequency-inverse 

document frequency method (TF-IDF) is basic automated text 

mining technique. They marked frequently occurring words and 

produced a vector of frequency. Then calculated the weight of 

each term of each book. Then a global weight of each term is 

calculated. At last, Book similarity is calculated based on 

weights of tag word. Application of a hierarchical clustering 

technique is done in this case. Clusters were built up in 

consecutive rounds, by combining the two clusters with 

maximum similarity in each round. Then they have done cluster 

evaluation to compare ratings for similar kind of books. Thus, 

they proposed a method of attribute based mining from book 

reviews by identifying book features in the review text. 

OpinionSeer [13] is an interactive visualization system which 

visually analyze a large collection of online hotel customer 

feedbacks. It uses www.tripadvisor.com as a source of customer 

reviews. OpinionSeer helps to assist travelers using various 

parameters for visualization. They use a new feature-based 

opinion mining technique to define the uncertainty in the review 

text. 

The work is done in two domains: 
 
a. Opinion Mining  

b. Opinion Visualization  

For opinion mining, they used a method proposed by Liu et. al 
[20] to extract feature level opinions from customer reviews. 

Using Subjective logic, they have done document level opinion 

mining. Major visual representation is OpinionWheel.Interactive 

features include brushing, linking, selection. Thus, In 

OpinionSeer, opinion extraction, analysis, and visualization are 

done. They achieved reliability in analysis and flexibility in 

visualization. 

The represented approach in [2]is an analytical study on 

smartphones and they published dataset of thousands of remark 

on various smartphones. They used linguistic appraisal model. 

Also, they established an approach using natural language 

processing, opinion mining, and sentiment analysis. The focus is 

on aspect level opinion mining, building a platform which 

summarizes and qualifies experience feedback from reviews. To 

achieve maximum effectiveness, the use of a linguistic 

framework which focuses on appraisal in English [19] is 

required. The framework includes two main steps: the first one 

to create a knowledge base in order to extract relevant opinions 

and the second one to run syntactic analysis and search 

strategies. 

Opinion mining of reviews involves: 

a. Appreciation Extraction 

An aspect-based opinion mining task is an appreciation 

extraction. They aim to extract three different expressions of 

appreciation [7]: explicit qualifier about an explicit aspect “The 

battery life is extensive”, “The problem is the sound quality”. 

b. Affect Extraction 

Affect is observation of positive and negative feelings. This 

method aims to extract two different expressions of affect [7]: 

affect as an “I am satisfied with this handset” which is positive, 

“I hate this handset” which is negative. 

The knowledge base consists two resources: an aspect-lexicon 

which is a list of words and phrases defining the relevant aspects 

for an opinion mining task and a polarity lexicon [14] which 

gives us idea about the polarity of words. Lexical analysis, 

transformations of dataset and the syntactic analysis are done 

using OpenNLP [12]. 

Finally, custom knowledge base is referred in order to extract 

relevant speech elements related to appreciation or affect in the 

context of smartphone reviews. The approach is based on two 

key concepts: syntactic analysis and strategies to find appraisal 

patterns in parse trees [2]. As a result, platform that summarizes 

and qualifies user experience feedback is founded. 

The study shows that every system has its own way for analysis 

like clustering. Also, they have different approaches for 

sentimentanalysis like lexicon based, NLP based. Visual 

representations also vary from search to search. 
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3. PROPOSED SYSTEM 
In this section of paper, detailed introduction of the proposed 

system is given. Proposed system aims to analyze product 

reviews from an e-commerce website. The customer always 

prefers to read reviews before paying money to the service 

provider. But it is hardly possible to read all reviews in today's 

fast life. Also, every review may provide new information of 

product or feature of the product. So there is the probability of 

missing any important review given by consumer. So that, there 

is a need to identify the polarity of review i.e. whether it is 

positive, negative or neutral. Sentiment analysis is the best way 

to find out polarity. The consumer will be able to identify the 

polarity of review. once sentiment analysis results are received 

and he/she will take decision faster as efforts for reading reviews 

are reduced. 

The Fig. 1 shows proposed system architecture. It gives an 

overview of the complete process pipeline. The system 

comprises of modules involved are: 

 

Fig.01 Proposed System Architecture 

3.1 Data Extraction 
In proposed system www.amazon.in is used as a source for 

data extraction. Reviews on Kindle are extracted using 

crawler implemented using Beautiful Soup library [25]. It 

automatically extracts all reviews on a single product using 

one seed URL. Then crawler will navigate through web pages 

to extract all the reviews. Extracted reviews are classified into 

two datasets which are used for training and testing. 70% of 

reviews are used for testing, rest of 30% reviews are used for 

testing. 

3.2 Data Preprocessing 
Data preprocessing includes proper fragmentation of data and 

cleaning of data. Here, in research work NLP preprocessing 

techniques [6] like the removal of stop words, chunking data, 

stemming etc. are used. Data preprocessing will lead us to 

robust data which has less noise. For data preprocessing, use 

of Natural Language Tool Kit (NLTK) library [26] 

implemented in python is considered. NLTK is a platform for 

natural language processing developed in python. Part of 

speech tagging [27] is also done using NLTK. It assists to 

profound sentence structure and interpret its meaning. 

3.3  Sentiment Classification 

 

Fig. 2 Classification in Hadoop environment 

The process of text classification is divided into two phases: 

Training phase and testing phase. In the training stage, the 

classification model is created using testing dataset. In the 

testing stage, the accuracy of classification is evaluated using 

classification module. The map-reduce environment is used to 

implement Naïve-Bayes classifier [3,8]. The processing is 

carried out as shown in Fig. 2.
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Fig. 3 Detailed processing overview 

4. IMPLEMENTATION DETAILS 
The data source to extract product reviews is www.amazon.in. 

All available reviews for a considered product are extracted and 

stored using web crawler. Data cleaning includes removal of 

digits, hyperlink, special characters from review text as they 

don’t matter in sentiment evaluation. Contraction-expansion 

assists in the handling of negations. Using contraction 

expansion, terms like “don’t” to “do not”, “I’m” to “I am” are 

expanded. 

Then tokenizer converts sentence into word tokens. Word tokens 

are then subject to stop word removal deals with common words 

like for, above, etc. Part of Speech(POS) tagging is applied to 

define grammatical tagging based on both its definition and its 

context. Data preprocessing is done using NLTK framework in 

python. Fig. 3 shows the illustrative example for the extraction 

and preprocessing module. 

Sentiment classification is to be done in Hadoop environment. 

SentiWordNet is used to assign sentiment values using mapper 

job. SentiWordNet is a dictionary which has a positive, negative 

and objective score for each sentimental word. It has around 

19000 adjectives and noun which expresses emotion. 

Naïve-Bayes classifier is used to classify polarity using reducer 

job. Naïve Bayes is classical machine learning algorithm based 

on probability. This type of classifiers is highly scalable, and can 

handle a number of parameters effectively. Property of 

scalability of classifier leads to map reduce variant of the 

classifier. After training a dataset, a model is created by storing 

input and outputs of test dataset. Then combiner job will 

combine testing dataset with trained dataset and then results of 

final classification can be achieved. 

5. CONCLUSION AND FUTURE WORK 
The proposed method in this paper aims how to improve the 

quality of sentiment analysis on textual product reviews using 

Hadoop framework. Also, the methodology is based on training 

and testing will improve the accuracy of results of analysis. The 

focus is on the use of open source technologies mainly. 

However, proposed system has tremendous practical 

applications for both individual customer and service provider. 

The individual customer takes its benefit for decision making 

and service provider can take advantage to improve the quality 

of service as well as for new product design. 
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The partial results of proposed system are added into paper as 

the research work is in early stage of implementation. Thus, we 

conclude: 

a. A proposed new approach using open source technologies 
to represent textual reviews in the form of visual 
representation.  

b. NLP-based text classification is to be used to improve the 
effectiveness of analysis.  

c. Application of map-reduce environment will help us to 
improve speed and reliability of analysis.  

Future work includes: 

a. Visualization of obtained results.  

b. Aggregating reviews from two or more sites.  

c. Feature Extraction from textual review data.  

d. Consideration of Emoticons.  

e. Application of data preprocessing in Hadoop environment.  
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