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Abstract  
Transaction Oriented Composite Grid service is a group of sub 

services to be executed in Grid environment when transaction 

management is used. Since Grid services are loosely coupled and 

dynamic in nature, the transaction management becomes tough 

task in this environment. As the number of services increase, the 

chances of failures also increase due to different types of faults 

occurring in the system. Therefore fault tolerant execution of 

these tasks is required to maintain the reliability, availability, 

dependability of the system. In this paper we have implemented 

coordinated check-pointing approach to tolerate the faults so that 

resiliency, reliability, availability, and dependability can be 

enhanced. For recovery of the failed processes we have compared 

both local node recovery and replicated node recovery by 

simulating in CPN tool. Here we have considered three types of 

faults such as hardware faults, communication link faults, and 

software faults. All the faults have been modelled dynamically in 

the simulation. The results show that the local node recovery is 

better than replicated node recovery when the number of services 

is minimum but in the case of large number of services the 

replicated node recovery works better. Our results show that 

using local node recovery we can decrease the failures by 38.86% 

and when we use replicated nodes recovery we get that results 

decreasing by 31.34%. 
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1. INTRODUCTION 

Grid computing has become the next-generation parallel and 

distributed computing methodology to provide a service-oriented 

infrastructure that leverages standardized protocols and services 

to enable pervasive access with coordinated sharing of 

geographically distributed hardware, software and information 

resources for solving various kinds of large-scale parallel 

applications in the wide area network. However, it is a big 

challenge to make service execution in grid systems in a reliable 

manner [18], [11], [26]. 

 
A.  Composite Grid Service 

In service oriented computing applications, different re-sources in 

grid systems are encapsulated abstractly as service. A grid service 

is a computational unit that exists at a high abstraction level, 

usually closely related to functionality for service consumers [18]. 

Most of the time single atomic service can not satisfy service 

consumer’s requests; therefore, a new composite service which is 

collection of all available qualified grid services is built [20]. But 

running a composite grid service is not an easy task as the 

resources and applications for execution in grid environment are 

dynamic and loosely coupled [15]. 

 

 

B  Transaction Management in Grid Environment 

The interoperation of services often gets affected from 

different faults like hardware faults, software faults, 

communication faults, byzantine faults, service expiry faults [5]. 

Hence selection of transactional grid services will guarantee 

reliable composition execution [2], [20]. If transactional 

composite grid services are successfully executed, the grid 

system will be in a consistent position even instead of fault-

occurrence. But, co-ordination transaction for composite grid 

service is difficult, due to 

1) Transaction co-ordination in composite grid service is 

often time consuming owing to interaction amongst users and 

latency.  

2) Grid services are autonomous hence locking of needed 

resources is challenging.  

3) Transaction always suffers from missing messages as 

communication is unreliable.  

4) Services in grid environment are loosely coupled.  

5) If transaction is implemented, the reliability is ensured 

but execution suffers from some faults [2], [19]. 

 

C  Reliability of Grid Service 

   QoS-aware-grid service is affected when transaction-aware grid 

service is implemented. Hence both QoS-aware and transaction-

aware grid service composition is required. Research has shown 

that the grid system, composed of thousands of heterogeneous 

resources located at disjoined domains, is very prone to failures 

due to its extreme complexity. Moreover, the likelihood of failure 

occurrence is often increased by the fact that many grid services 

requested by grid users will perform time-consuming tasks that 

may require several days or even months of computation. 

Therefore, it is very crucial to assure the quality and reliability of 

grid service so as to guarantee the correct outcomes of requested 

services to grid users. The main attributes which are really 

affected by the occurrence of faults are reliability, dependability, 

confidentiality, latency, availability, integrity, safety, throughput, 

and maintainability. Reliability completely depends on latency, 

throughput and availability factors. Dependability which is meant 

as trust on the system to execute the services correctly and 

successfully depends on reliability and availability factors [3], [7]. 

Hence we can notice that reliability is the important factor which 

is to be enhanced. As one of the important measures of quality of 

service (QoS), grid service reliability is considered to be one of 

the most critical and important issues in grid systems. With any 

application requirement, a corresponding service combined with 

the desired operations is created. Under the control of the 

resource management system (RMS), the service is supposed to 

execute certain task in the form of software programs. Grid 

service reliability is defined as the probability that all programs 

involved in the considered service are executed successfully. 

Recently, grid service reliability has attracted substantial research 

and attention [17]. 

 

D  Fault Tolerant Execution of Grid Service 

The faults which occur during the execution of the trans-action 

oriented grid services are Byzantine faults caused by many types 
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of faults such as hardware faults, communication link faults, and 

software faults. Therefore, for efficient execution of these 

services, fault tolerant mechanism is required by tolerating these 

Byzantine faults. Fault tolerance in grid environment is a 

necessary requirement so that that the system can continue even 

in the occurrence of faults [22]. 

Therefore, Co-ordinated Check-pointing fault tolerant 

mechanism which is well suited in this scenario must be required 

to enhance the reliability with efficient resource utilization [4], 

[9]. 

Basically the Co-ordinated check-pointing mechanism which 

is the commonly used mechanism for fault tolerance stores the 

information of the current application state, and then it is used for 

resuming the execution in case of failure  [11],  [13], [14], [24]. 

 

E  Star Topology 

How computational grid executes transaction oriented 

composite grid services are as follows: 

The Open Grid Services Architecture (OGSA), widely 

adopted in industry and research, can develop a grid from a 

computing grid, data grid, or other dedicated grids to a service 

grid. We can say that a grid consists of a distributed server where 

all applications are provided in packages as services. Users 

submit their jobs to the grid client as service requests and the 

clients receives those service requests and decides sequence 

according to the scheduling rules and sends the results to the 

scheduler  [1], [5]. 

1. Scheduler agent decides which one processor is to be 

assigned for particular service request. 

2. Now processors assign services by dividing them to 

multiple sub-services and distributing them to sub-processors. 

3. Thereafter, transaction management is used for reliable 

execution of distributed sub-services. 

4. Results (failed or successful) of the jobs are submitted to 

users upon successful completion of the jobs by monitor. The 

monitor agent keeps the status of progress of every service and 

then sends these messages to the client, and scheduler agent. 

When sub-services are completed, the results are merged and sent 

to the client. 

All the activities from distribution of services to different sub 

services to integration of those sub services after execution are 

following star topology. 

 

F  Recovery of Failed Services 

In grid system there are two recoveries which can be achieved 

with the help of the information taken during check-pointing, 1) 

Local faults recovery; 2) Migration faults recovery [2]. Migration 

fault recovery: When failures occur at a grid node, the check-

pointing information is migrated to other node at which the 

execution of sub-service is to be restarted. Local fault recovery: 

When sub-service is resumed on the same node where fault has 

occurred after recovery. This type of recovery is known as local 

fault recovery. It is better than migration fault recovery because it 

can save the migration time. But in the case of maximum number 

of services the replicated or migration recovery is better than 

local recovery [14], [1]. 

2. PROBLEM STATEMENT 

How computational grid executes transaction oriented composite 

grid services are as follows: 

i. Users submit their jobs to the grid client as service requests and 

the clients receives those service requests and decides  sequence 

according to the scheduling rules and sends the results to the 

scheduler. 

ii. Scheduler agent decides which one processor is to be assigned 

for particular service request. 

iii. Now processors assign services by dividing them to multiple 

sub-services and distributing them to sub-processors of 

processors. 

iv. Thereafter, transaction management is used for reliable 

execution of distributed sub-services.  

v. Results (failed or successful) of the jobs are submitted to users 

upon successful completion of the jobs by monitor. The monitor 

keeps the status of the progress of every service and then sends 

these messages to the client, and scheduler agent. When sub-

services are completed, the results are merged and sent to the 

client. 

But, such a computational transactional oriented grid 

environment consists of two major draw backs: 

a. If a fault occurs at a grid resource, the whole job is roll backed 

or aborted to maintain the ACID properties (Atomicity, 

Consistency, Isolation, and Durability) of transaction. This leads 

to inefficient use of resources as most of the successful executed 

sub-services are also roll backed. [10] 

b. In grid environments, the resources accomplish the norm of 

deadline limitation, but they have an inclination to failure. In this 

situation, the scheduler selects the same resource that the grid 

resource has promised to meet the requirements of the user.  

For the first problem, a job check-pointing strategy has been 

proposed to tolerate the faults, because it can restart the partially 

completed job from the last checkpoint. For the second problem, 

the check-pointing strategy should be made adaptive.  

Thus, the checkpoint can be introduced whenever it is necessary. 

The application can only be restarted from the last known state, if 

the checkpoint is available. To increase the availability of 

checkpoint, Co-ordinated Check point Scheme can be used. 

Using this scheme, the current application state can be taken at 

any time. Simulation experiments show that the proposed fault 

tolerance mechanism is able to tolerate the faults by taking 

appropriate measures. [1]   

3. METHODOLOGY 

The Co-ordinated Checkpointing proposed here considers fault 

tolerance in transaction oriented grid environment to optimize 

user-centric metrics like execution time and jobs completed 

within deadline even in the presence of faults. In general, a fault 

in grid environment occurs when a resource is not able to 

accomplish its job in a given time limit. When a fault like this 

occurs, the information about fault occurrence at the grid 

resource is updated. This information of fault occurrence is used 

while making a job check-pointing before allocating job to the 

grid resource [25]. Generally when a fault occurs at a grid 

resource, the service whose sub service executes at this resource 

is roll backed or is aborted. Hence the resource utilization is very 

much affected. Using Co-ordinated Checkpointing approach the 

sub-service which faces failure is not roll-backed but is again 

rescheduled for the execution so that better resource utilization 

can be guaranteed [20], [1]. 

 

4. EXPERIMENT AND 

IMPLEMENTATION 

Here we have used Coloured Petri Nets tool for the simulation of 

our approach. CPN is a language for modelling and validation of 

system in which concurrency, communication, and 

synchronization play a major role. This language makes it 

possible to organize a model as a set of modules, and it includes a 

time concept for representing the time taken to execute events in 

the modelled system. Using CPN, information can be modelled 

by tokens and types of information can be modelled by the token 

colours. First of all Null Hypothesis has been modelled in which 

the transaction management works without fault tolerance 
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mechanism. Then Alternate Hypothesis has been modelled with 

fault tolerance mechanism where number of failed process 

becomes less compared to the first model. Here the model 

consists of three participants agents: clients, processors, sub 

processors and two control agents: scheduler, and monitor. We 

assume that there are 100 clients, 100 processors, and 10 sub 

processors for every processor in a grid environment. Here the 

control agents are used to schedule, dispatch, and monitor grid 

services. At first service requests are sent to the client agent from 

the users [27], [28].  
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Fig.1.CPNGRID 

 
The service requests are then transferred to the scheduler. The 

scheduler agent receives the service request and decides its 

sequence according to the schedule rules and dispatches these 

results to processor agent. Also the scheduler agent decides 

which one processor to execute the service request. 
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Fig.2.Loacal Recovery 

 
For the execution of the service requests of the clients, sub 

service requests are transferred by processor agent to sub 

processor agent. Information to the client is sent that the monitor 

has accepted requests of the service. Thereafter, after tracking the 

progress status of service, the monitor agent sends these 

messages to the client and the scheduler agent. Fig.1 shows the 

Grid infrastructure in CPN. Fig.2 represents the implementation 

of Local node recovery and Fig.3 represents the implementation 

of Replicated node recovery in CPN. 

dispatched 

service

In WorkIn

Transaction 

status

In

sub_Work_status

In
monitor

record
Out

Work_status

Out

sub_service

Out

sub_Work

Out

sub_Work

Work_status

sub_Work

receive0
Transaction 

start
TM1TM1

Transaction

complete
TM4TM4

(((c,sit),str,tsi,at,wt,pt),p)

assign(((c,sit),str,tsi,at,wt,pt),p)

initialize()

((((c,sit),str,ts i,at,wt,pt),p),st)

((((c,sit),str,ts i,at,wt,pt),p),received_order)

((((((c,sit),str,tsi,at,wt,pt),p),s,pod_it),proctime),ps)

((((c,sit),str,ts i,at,wt,pt),p),st)

if  ps=rollback

then 1`((((c,sit),str,tsi,at,wt,pt),p),s,pod_it)
else empty

((((c,sit),str,tsi,at,wt,pt),p),not_complete)

((((c,sit),str,tsi,at,wt,pt),p),s,pod_it)

Fig.3.Replicated Recovery 

 
For ensuring reliable execution of services in grid environment, 

transaction management is needed. In general, when transaction 

management is used in distributed grid environment, roll back or 

abort of even one sub service due to failure occurrence on link or 

node causes the roll back and abort of whole service to fulfil 

ACID properties of transactions. This leads to less utilization of 

resources. 

After the completion of sub services, the results are merged and 

sent to the client. After getting the delivery, the client replies and 

sends acknowledgement to the processor [21]. 

5. RESULTS 

We have compared the results of the three models; the first 

without fault tolerance mechanism, second with fault tolerance 

mechanism tolerating hardware fault and communication faults, 

and third with fault tolerant mechanism tolerating hardware faults, 

communication faults, and software faults. We have compared 

the results when recovery is done on local nodes and replicated 

nodes. 

Here Fig.4 shows number of failed services of null and alternate 

hypotheses against time. 
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Fig.4. Time Vs Failed Services  

 
Here Fig.5 shows how loads vary on different scenarios after 

fault tolerance mechanism is implemented. 
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Fig.5. Time Vs Loads  

 
The Fig.6 indicates the successful services against time in 

different scenarios after fault tolerance implementation. 

The results show that the local node recovery is better than 

replicated node recovery when the number of services is less but 

in the case of large number of services the replicated node 

recovery works better. Our results show that using local node 

recovery we can decrease the failures by 38.86% and when we 

use replicated nodes recovery we get that results decreasing by 

31.34%. 
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Fig.6. Time Vs Successful services  

6. CONCLUSION 

This paper analyses fault tolerance mechanism in grid system and 

presents the modelling of composite grid service reliability 

considering fault recovery when transaction management is used. 

Under these constraints, grid service reliability is modelled and 

analysed. Although the modelling and analysis of grid service 

reliability in our work are based on some simplified assumptions, 

our work addresses the important issue of adopting fault tolerance 

mechanism in grid system, and the models developed could be of 

practical use. 

As for the implementation of fault recovery in grid resources, it 

can be achieved by embedding fault recovery module in grid 

clients located at grid nodes. In the module, there are some 

options, such as the allowed life times of grid subtasks and the 

allowed numbers of recoveries performed. By those options, 

resources providers can be free to choose appropriate fault 

recovery strategies according to the local situations. Yet more in-

depth research on grid service reliability modelling and analysis 

is needed. For example, in realistic grid system, some precedence 

constraints on the order of subtask execution may be imposed and 

the usage amount of grid resources may be dynamic during the 

execution of grid subtask. 

Here in the simulation we have seen that the recovery can be 

achieved by using both of the recovery methods either local 

recovery or replicated recovery. We have seen that local node 

recovery is better than replicated recovery, but in minimum 

number of services executing in the environment. For maximum 

number of services it is better to use replicated recovery. 

During the simulation we have also seen that the load on the 

network increases when we use checkpointing mechanism. In our 

future work we will work on load balancing when checkpointing 

mechanism is used in transaction oriented composite grid service.                  
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