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ABSTRACT 
As with many other sectors the amount of agriculture data 

based are increasing on a daily basis.  However, the 

application of data mining methods and techniques to discover 

new insights or knowledge is a relatively a novel research 

area.  In this paper we provide a brief review of a variety of 

Data Mining techniques that have been applied to model data 

from or about the agricultural domain.  The Data Mining 

techniques applied on Agricultural data include k-means, bi 

clustering, k nearest neighbor, Neural Networks (NN) Support 

Vector Machine (SVM), Naive Bayes Classifier and Fuzzy c-

means.  As can be seen the appropriateness of data mining 

techniques is to a certain extent determined by the different 

types of agricultural data or the problems being addressed.  

This survey summarize the application of data mining 

techniques and predictive modeling application in the 

agriculture field. 
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1. INTRODUCTION 
Agriculture is the backbone of the Indian economy. As 

Mahatma Gandhi said, "India lives in villages and agriculture 

is the soul of Indian economy". Nearly two-third of its 

population directly depends on agriculture for its livelihood. 

In spite of the fact that large areas in India have been brought 

under irrigation, only one-third of the cropped part is in fact 

irrigated. The productivity of agriculture is very low. [2] So as 

the demand of food is increasing, the researchers, farmers, 

agricultural scientists and government are trying to put extra 

effort and techniques for more production. And as a result, the 

agricultural data increases day by day. As the volume of data 

increases, it requires involuntary way for these data to be 

extracted when needed. Still today, a very few farmers are 

actually using the new methods, tools and technique of 

farming for better production. Data mining can be used for 

predicting the future trends of agricultural processes. 

Data mining is the process to discover interesting knowledge 

from large amounts   of   data. (han, 2006) [1] Data mining is 

the process that results in the discovery of new patterns in 

large data sets. The goal of the data mining process is to 

extract knowledge from an existing data set and transform it 

into a human understandable formation for advance use. It is 

the process of analyzing data from different perspectives and 

summarizing it into useful information.  There is no restriction 

to the type of data that can be analyzed by data mining. We 

can analyze data contained in a relational database, a data 

warehouse, a web server log or a simple text file. Analysis of 

data in effective way requires understanding of appropriate 

techniques of data mining. The intention of this paper is to 

give details about different data mining techniques in 

perspective of agriculture domain so researchers can get 

details about appropriate data mining technique in context to 

their work area. Data mining tasks can be classified into two 

categories: Descriptive data mining and Predictive data 

mining.  

Descriptive data mining tasks characterize the general 

properties of the data in the database while predictive data 

mining is used to predict explicit values based on patterns 

determined from known results. Prediction involves using 

some variables or fields in the database to predict unknown or 

future values of other variables of interest. As far as data 

mining technique is concern; in the most of cases predictive 

data mining approach is used. Predictive data mining 

technique is used to predict future crop, weather forecasting, 

pesticides and fertilizers to be used, revenue to be generated 

and so on. 

2. METHOD: 
The main techniques for data mining include Classification, 

Clustering, Association rules and Regression. The different 

data mining techniques used for solving different agricultural 

problem discussed by Mucherino, A., Papajorgji, P., & 

Pardalos, P. (2009) are shown in fig 2.1. The graphical 

representation of different data mining techniques is shown in 

Figure 2.1. [4] 

  

 
Figure 2.1: Different data mining techniques. 

 

Classification: Classification and prediction are two forms of 

data analysis that can be used to extract models describing 

important data classes or to predict future data trends. It is a 

process in which a model learns to predict a class label from a 

set of training data which can then be used to predict discrete 

class labels on new samples. To maximize the predictive 

accuracy obtained by the classification model when 

classifying examples in the test set unseen during training is 

one of the major goals of classification algorithm. Data 

mining classification algorithms can follow three different 
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learning approaches: supervised learning, unsupervised 

learning, or semi-supervised learning. The different 

classification techniques for discovering knowledge are Rule 

Based Classifiers, Bayesian Networks(BN), Decision Tree 

(DT), Nearest Neighbour(NN), Artificial Neural 

Network(ANN), Support Vector Machine (SVM), Rough 

Sets, Fuzzy Logic, Genetic Algorithms.[5]  

Clustering: In clustering, the focus is on finding a partition of 

data records into clusters such that the points within each 

cluster are close to one another. Clustering groups the data 

instances into subsets in such a manner that similar instances 

are grouped together, while different instances belong to 

different groups. Since the goal of clustering is to discover a 

new set of categories, the new groups are of interest in 

themselves, and their assessment is intrinsic. [6] There is no 

prior knowledge about data. The different clustering methods 

are Hierarchical Methods(HM),  Partitioning Methods (PM), 

Density-based Methods(DBM), Model-based Clustering 

Methods(MBCM), Grid-based Methods and Soft-computing 

Methods [fuzzy, neural network based], Squared Error—

Based Clustering (Vector Quantization), Clustering graph and 

network data etc.. [1][7][8] 

Association Rule Mining:   The technique of discovering 

association rules was originated by Agrawal, Imielinski, & 

Swami in 1993.[10] Association rule mining technique is one 

of the most efficient techniques of data mining to search 

unseen or desired pattern among the vast amount of data. In 

this method, the focus is on finding relationships between the 

different items in a transactional database. Association rules 

are used to find out elements that co-occur repeatedly within a 

dataset consisting of many independent selections of elements 

(such as purchasing transactions), and to discover rules. The 

simple problem statement is: Given a set of transactions, 

where each transaction is a set of literals (called items), an 

association rule is an expression of the form X => Y, where X 

and Y are sets of items. The intuitive meaning of such a rule is 

that transactions of the database which contain X tend to 

contain Y.[9] An application of the association rules mining is 

the market basket analysis, customer segmentation, catalog 

design, store layout and telecommunication alarm 

prediction.[11] The different association rule mining 

algorithm are Apriori Algorithm(AA), Partition, Dynamic 

Hashing and Pruning(DHP), Dynamic Itemset 

Counting(DIC), FP Growth(FPG), SEAR, Spear, Eclat & 

Declat, MaxEclat.[11] 

Regression: Regression is learning a function that maps a 

data item to a real-valued prediction variable. The different 

applications of regression are predicting the amount of 

biomass present in a forest, estimating the probability of 

patient will survive or not on the set of his diagnostic tests, 

predicting consumer demand for a new product.[3] Here the 

model is trained to predict a continuous target. Regression 

tasks are often treated as classification tasks with quantitative 

class labels. The methods for prediction are Linear Regression 

(LR) and Nonlinear Regression(NLR). 

3. APPLICATION OF DATA MINING 

TECHNIQUES/ALGORITHMS IN 

AGRICULTURE 

There are number of studies which have been carried out on 

the application of data mining techniques for agricultural data 

sets. Naive Bayes Data Mining Technique is used to classify 

soils that analyze large soil profile experimental datasets. [12] 

Decision tree algorithm in data mining is used for predicting 

soil fertility. [13] By using clustering techniques (Based on 

Partitioning Algorithms and Hierarchical Algorithms) author 

examines the current usage and details of agriculture land 

vanished in the past seven years. The overall aim of the 

research was to determine the land utilization for agriculture 

and non-agriculture areas for the past ten years.[14] D 

Ramesh [15] used k-means approach to estimate the crop 

yield analysis. Some data mining methodology which are used 

in agricultural domain are reviewed by author Vamanan, R, & 

Ramar, K [16] in his paper shown in table 3.1 and the 

outcome of his research is soil classification using Naïve 

Bayes classifier. 

 

Table: 3.1 Data mining methodologies and its use in 

Agriculture domain 

Methodology Applications 

K-means  Forecasts of pollution in atmosphere 

Classifying soil in combination with 

GPS 

k-nearest Neighbor Simulating daily precipitations and 

other weather variable 

Support Vector 

Machine 

Analysis of different possible change 

of the weather scenario 

Decision Tree 

Analysis 

Prediction soil dept 

Unsupervised 

Clustering 

Generate cluster and determine any 

existence of pattern 

WEKA Tool Classification system for sorting and 

grading mushrooms. 

 

The application of k-means algorithm in the field of 

agriculture:  

The k-means algorithm is used for soil classifications using 

GPS-based technologies.  [17] , Classification of plant, soil, 

and residue regions of interest by color images [18], Grading 

apples before marketing [19], Monitoring water quality 

changes [20] , Detecting weeds in precision agriculture [21], 

The prediction of wine fermentation problems can be 

performed by using a k-means approach. Knowing in advance 

that the wine fermentation process could get stuck or be slow 

can help the enologist to correct it and ensure a good 

fermentation process. [22]. 

The k-nearest neighbor application in the field of 

agriculture: 

The k-nearest algorithm is used in simulating daily 

precipitations and other weather variables [23] and Estimating 

soil water parameters and Climate forecasting [4]. 

 

The applications of neural networks in the field of 

agriculture: 

The neural network is used in Prediction of flowering and 

maturity dates of soybean [24] and in forecasting of water 

resources variables [25]. 

 

The applications of SVMs in the field of agriculture: 

The application of support vector machine is the crop 

Classification [26] and in the analysis of the climate change 

scenarios [27]. 

4. CONCLUSION 
Agriculture is the most important application area particularly 

in the developing countries like India. Use of information 

technology in agriculture can change the scenario of decision 

making and farmers can yield in better way. For decision 

making on several issues related to agriculture field; data 

mining plays a vital role. In this paper we have discussed 

about the role of data mining in perspective of agriculture 

field. We have also discussed several data mining techniques 
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and their related work by several authors in context to 

agriculture domain. This paper also focuses on different data 

mining applications in solving the different agricultural 

problems. This paper integrates the work of various authors in 

one place so it is useful for researchers to get information of 

current scenario of data mining techniques and applications in 

context to agriculture field. 
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