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ABSTRACT 

Harmony Search (HS) is a meta-heuristic algorithm which 

bases its operation on the musical improvisation process. 

Recently, HS has become a popular algorithm in the 

evolutionary computation fielddue to its superiority to many 

other algorithms. As a consequence, in this paper, HS 

algorithm, its improvements and applications in many fields, 

such as operations research and computer science, are 

discussed and analyzed. The survey investigates the difference 

between HS algorithms as well as its applications. To add to 

this, several future improvements are suggested. 
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1. INTRODUCTION 

The HS algorithm was formerly developed by Geem et al. in 

2001[1], and is based on natural musical performance 

processes that happen when a musician searches for a better 

state of harmony, such as that during jazz improvisation. Jazz 

improvisation seeks to find musically pleasing harmony (a 

perfect state) as determined by an aesthetic standard, just as 

the optimization process seeks to find a global solution (a 

perfect state) determined by an objective function. The pitch 

of each musical instrument determines the aesthetic quality, 

just as the objective function value is determined by the set of 

values assigned to each design variable [1].  

HS algorithm proved to be very successful in a wide range of 

optimization problems, such as water distribution and 

games[2–6], and showed better performance in comparison 

with other traditional optimization techniques. The advantages 

of HS can be summarized as shown below [6]:  

i. HS algorithm imposes fewer mathematical 

requirements and does not require initial value 

settings of the decision variables. 

ii. As the HS algorithm uses stochastic random 

searches, derivative information is also needless.  

iii. HS algorithm generates a new vector, after 

considering all of the existing vectors, while the 

genetic algorithm (GA) only considers the two 

parent vectors. These features increase the 

flexibility of the HS algorithm and produce better 

solutions.  

iv. HS is good at identifying the high performance 

regions of the solution space at a reasonable time,  

On the other hand, like any other Evolutionary algorithm(EA), 

the main con of HS is it may getstuck into local solutions in 

solving multimodal problems. However, many studies have 

been introduced to improve the performance of HS.This will 

be discussed in a latter section.  

As a result of its significance in the EA field, in the paper, HS 

and its improvements are presented and analyzed. 

Furthermore, the real-world applications of HS are discussed 

and proposed future trends are suggested. 

This paper is organized as follows, section 2 discusses HS 

algorithm. The improvements of HS are then presented in 

section 3, while section 4 shows the real-world application of 

HS. Section 5 shows conclusions and suggestions for future 

work.  

2. BASIC HARMONY SEARCH 

ALGORITHM 

In HS algorithm, the harmony memory(HM) stores the 

feasible vectors, which are all in the feasible space. When a 

musician improvises one pitch, usually one of three rules is 

used: 

i. Generating any one pitch from his/her memory, i.e. 

choosing any one value from harmony memory, 

defined as memory consideration; 

ii. Generatinga nearby pitch of one pitch in his/her 

memory, i.e. choosing anadjacent value of one value 

from harmony memory, defined as pitch 

adjustments; 

iii. Generating totally a random pitch from possible 

sound ranges, i.e. choosing totally random value 

from the possible value range, defined as 

randomization  

Similarly, when each decision variable chooses one value in 

the HS algorithm, it can apply one of the abovementioned 

rules in the whole HS algorithm. If the new harmony vector is 

better than the worst harmony vector in the harmony memory, 

then the new harmony vector will changeit. This procedure is 

repeated until a stopping criterion is satisfied[12-14]. HS 

algorithm optimization procedure, shown below, consists of 

five steps. 

Step 1: Parameters Initialization 

The optimization problem which is specified as follows: 

Minimize f(x) 

subject to 

xjXj= 1,2,…,N,                           (1) 

where f(x) is an objective function; x the set of each decision 

variable xj; N the number of decision variables, Xj the set of 

the possible range of values for each decision variable, that is 
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x j
min and xj

max are the lower and upper boundaries of the jth 

decision parameter, respectively. 

HS algorithm parameters are also specified in this step, 

namely, the harmony memory size (HMS), or the number of 

solution vectors in the harmony memory, harmony memory 

considering rate (HMCR), pitch adjusting rate (PAR), 

bandwidth distance(BW), and the number of improvisations 

(NI), or stopping criterion, and the harmony memory (HM) 

where all the solution vectors  are stored. 

Step 2: Harmony Memory Initialization and Evaluation 

A random initial population is generated,such as: 

    
    

         
      

                             (2) 

where                      and   ∈  [0,1] is a 

uniformly distributed random number generated new for each 

value of  j. Solution vectors in HM are analyzed, and their 

objective function values are then calculated. 

Step 3: Improvisation 

In this step, a new harmony vector is generated based on three 

rules, namely, memory consideration, pitch adjustment and 

random selection. The value of a design variable can be 

selected from the values stored in HM with a probability 

HMCR. It can be further adjusted by moving to a neighbor 

value of a selected value from the HM with a probability of 

pitch adjusting rate (PAR), or, it can be selected randomly 

from the set of all candidate values without considering the 

stored values in HM, with the probability of (1 - HMCR). 

Step 4: Harmony Memory Update 

If the new harmony vector is better than the worst vector, 

based on the objective value and/or constraint violation, the 

new vector will replace the worst one. 

Step 5: Termination criterion check 

HS algorithm is terminated if the stopping criterion (e.g. 

maximum number of improvisations) has been met. 

Otherwise, steps 3 and 4 are repeated. 

Algorithm 1 shows pseudo-code of HS algorithm, while 

figure 1shows the HS algorithm flowchart  

Begin 

Define objective function f(x), x=(x1,x2, …,xd)
T 

Define harmony memory accepting rate (raccept) 

Define pitch adjusting rate and other parameters 

Generate Harmony Memory with random harmonies 

While ( t<max number of iterations) 

While ( i<=number of variables) 

if (rand<raccept ), Choose a value from HM for the variable i 

if (rand< pitch adjusting rate), Adjust the value by adding 

certain amount 

End if 

Else Choose a random value 

End if 

End while 

Accept the new harmony (solution) if better 

end while 

Find the current best solution 

End 

Algorithm 1.  HS algorithm  pseudo-code 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Flowchart of HS 

2.1 HS over other optimization strategies 

Heuristic algorithms are normally set to find a good solution 

to an optimization problem by ‘trial-and-error’ in a logical 

amount of computing time. Here ‘heuristic’ means to ‘find’ or 

‘search’ by trials and errors. There is no assurance to find the 

optimal solution, though it might find a better solution than a 

learned deduce one. Generally speaking,heuristic methods are 

local search methods, because their searches concentrate on 

the local variations, and the best solution can locate outside of 

this local region. Metaheuristic means to find the solution 

using higher-level techniques, though certain trial-and-error 

processes are still used. Metaheuristicsrefers to all modern 

higher-level algorithms, including Evolutionary Algorithms 

(EA)[15] including Genetic Algorithms (GA), Simulated 

Annealing (SA)[16], Tabu Search (TS)[17], Ant Colony 

Optimization (ACO)[18,19], Particle Swarm Optimization 

(PSO)[20], Bee  colony Algorithms (BCA)[21;22], Firefly 

Algorithms (FA)[22,23], and Harmony Search [4]. 

There are two important components in metaheuristics: 

intensification and diversification. Diversification is often in 

the form of randomization with a random component attached 
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to a deterministic component in order to explore the search 

space effectively and efficiently, while intensification is the 

exploitation of past solutions so as to select the potentially 

good solutions [4-6]. Any successful metaheuristic algorithm 

requires a good balance between these two important, 

seemingly opposite, components [6]. Another important 

feature of modern metaheuristics is that an algorithm is either 

trajectory-based or population-based. The optimal balance of 

diversification and intensification is necessary, and such a 

balance itself is an optimization process. Fine-tuning of 

parameters is often required to improve the efficiency of an 

algorithm for a particular problem. There is No Free Lunch in 

any optimization problem [21]. A substantial amount of 

studies might be required to choose the right algorithm for the 

right optimization problem [16], though a systematic guidance 

lacks for such a choice. In the HS algorithm, diversification is 

essentially controlled by the pitch adjustment and 

randomization-here there are two subcomponents 

fordiversification, which might be an important factor for the 

high efficiency of the HS method. The first subcomponent of 

playing a new pitch (or generating a new value) via 

randomization would be at least at the same level of efficiency 

as in other algorithms that handle randomization.  

However, an additional subcomponent for HS diversification 

is the pitch adjustment operation performed with the 

probability of Pitch adjustment rate. Pitch adjustment is 

carried out by tuning the pitch within a given bandwidth. A 

small random amount is added to or subtracted from an 

existing pitch (or solution) stored in HM. Essentially, pitch 

adjustment is a refinement process of local solutions. Both 

memory consideration and pitch adjustment ensure that good 

local solutions are retained while the randomization makes the 

algorithm to explore global search space effectively. The 

subtlety is the fact that HS operates controlled diversification 

around good solutions, and intensification as well. The 

randomization explores the search space more widely and 

efficiently;while the pitch adjustment ensures that the newly 

generated solution is good enough,or not too far from existing 

good solutions. The intensification in the HS algorithm is 

represented by the harmony memory acceptingrate raccept. A 

high harmony acceptance rate means that good solutions 

fromthe history/memory are more likely to be selected or 

inherited. This is equivalent to acertain degree of elitism. 

Obviously, if the acceptance rate is too low, solutions 

willconverge moreslowly. As mentioned earlier, this 

intensification is enhanced by thecontrolled pitch adjustment. 

Such interactions between various components could 

beanother important factor for the success of the HS algorithm 

over other algorithms, asit will be demonstrated again in other 

chapters of this book.In addition, the structure of the HS 

algorithm is relatively easier. This advantagemakes it very 

versatile to combine HS with other metaheuristic algorithms 

[22]. Foralgorithm parameters, there are some evidences to 

suggest that HS is less sensitive tochosen parameters, which 

means that we may not have to fine-tune these parametersto 

get quality solutions.Furthermore, the HS algorithm is a 

population-based metaheuristic, which meansthat a group of 

multiple harmonies can be used in parallel. Proper parallelism 

usuallyleads to better performance with higher efficiency. The 

good combination of parallelismwith elitism as well as a fine 

balance of intensification and diversification is thekey to the 

success of the HS algorithm [5,7,24-28]. 

3. IMPROVEMENTS OF  HS 

ALGORITHM 

Significant research studies have been proposed to improve 

HS's performance. Among the transformations, and 

hybridizations,HS improvements include the following: 

Improved harmony search(IHS), the global-best harmony 

search (GHS, Global-best Harmony Search) [7]) and the 

Novel global harmony search (NGHS) [9]. These new 

algorithms have been considered for development of various 

existing optimization techniques 

3.1 Improved Harmony Search (IHS) 

Improved Harmony Search is a new harmony algorithm 

proposed in 2007 by Mahdavi et al. [8]. It applies a method 

for generating new solution vectors based on the dynamic 

adjustment of the PAR (pitch adjustment rate) and bw (pitch 

adjustment bandwidth) parameters, thus doing improved 

accuracy and convergence speed. In this deviation only the 

step that creates a new harmony is adjusted. PAR and bw 

change dynamically with the number of generations and are 

calculated using the following formulas: 

            
               

    
       (3) 

where PAR is the Pitch Adjustment Rate for each 

improvisation (iteration), PARminminimum pitch adjustment 

rate,  PARmaxmaximum pitch adjustment rate,  NI total 

number of improvisations (Maximum iteration) and Ci  

current iteration. 

         
 
   

     
     

 

  
        

(4) 

where BW is bandwidth for each iteration,  BWmin minimum 

bandwidth, BWmaxmaximum bandwidth 

The PAR parameter increases linearly with the number of 

generations (some papers declare otherwise with numerical 

simulation results [29]), while bw decreases exponentially (for 

better bw, Das et al. [30] provided a theoretical background of 

the exploratory power of HS). Given this change in the 

parameters, IHS improves the performance of HS, since it 

finds better solutions. However, a major drawback of the IHS 

is that the user needs to specify the values for bwmin and bwmax 

which are difficult to deduce and problem dependent [7]. 

In [11], a more PAR function using the idea of simulated 

annealing has been proposed which increases the robustness 

of algorithm and therefore leads to a highly reliable algorithm. 

in [12], some improvements on convergence of HS have also 

been performed. 

3.2 Global-best Harmony Search 

Algorithm(GHS) 

Another improvement is called global-best harmony search 

(GHS).It is stimulated by the concept of particle swarm 

optimization (PSO) [7]. It modifies the pitch adjustment step 

of the HS such that the new harmony vector can imitate the 

best harmony in the harmony memory. Therefore, this 

approach replaces the BW parameter and adds a social 

dimension to the HS [7]. GHS has exactly the same steps as 

the IHS with the exception that New Harmony Improvisation 

step as illustrated in below: 
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for j= 1… N (N= number of decision variables) 

do 

R1= U(0,1) 

If (r1<memory consideration) 

X[i,j] will be randomly chosen from harmony memory  

R2= U(0.1) 

If (r2<pitch adjustment) 

best= index of the best harmony in the harmony memory 

M ∈(1,…,N) 

x[i,j] = x[best, M] 

end if  

else (random selection) 

       x[i,j] = x∈ value set 

  end if 

end do  

Generally speaking, GHS was found better than IHS and HS 

when applied to problems with high dimensions and noise[7], 

for example in the water network design, GHS was better than 

HS in small (n = 8) and medium (n = 34) sized problems, 

GHS was worse than HS in large (n = 454) sized 

problems[31] 

3.3 A Novel Global Harmony Search 

algorithm (NGHS) 

NGHS proposes a hybridization between the harmony search 

swarm based optimization and mutation gene [9]. In NGHS, 

the improvisation step of the HS is modified such that the new 

harmony can take off the global best harmony in the HS. 

Overall,  NGHS is different than HS in three aspects: 

i. HMCRand PARare excluded from the NGHS, and 

genetic mutation probability (pm) is included. 

ii.  The NGHS modifies the improvisation step of the 

HS, and it works as follows:“best” and “worst” are 

the indexes of the global best harmony and the 

worst harmony in HM, respectively. r1i,r2i,r3i  are 

all uniformly generated random numbers in [0,1].r1i 

is used for position updating,r2i determines whether 

the NGHS should carry out "genetic mutation and 

"r3i is used for " genetic mutation". 

iii. After improvisation, the NGHS replaces the worst 

harmony xworst in HM with the new harmony x'even 

if x'is worse than xworst[9] .  

NGHS steps are shown below: 

for each i [1,N]do 

xR=2 × xi
best - xi

wost 

if xR>xiU 

   xR=XiU 

elseif xR< xiL 

          xR= xiL 

end 

x'i< xi
worst +r1i × (xR -xi

worst)   //position updating 

if r2i ≤ pm then 

x'i< xiL+r3i × (xiU - xiL)    //genetic mutation 

   end 

end 

3.4 Chaotic harmony search algorithms 

In recent years, theories and applications of nonlinear 

dynamics, especially of chaos, have drawn more and more 

attention in many fields. One is chaos controlling, and 

synchronization. Another field is the potential applications of 

chaos in various disciplines including optimization.Chaos is a 

deterministic, random-like processfound in nonlinear, 

dynamical system, which isnon-period, non-converging and 

bounded.Moreover, it has a very sensitive dependenceupon its 

initial condition and parameter. Thenature of chaos is 

apparently random andunpredictable and it also possesses an 

elementof regularity. Mathematically, chaos israndomness of 

a simple deterministic dynamicalsystem and chaotic system 

may be considered assources of randomness [79] . A 

chaoticmap is a discrete-time dynamical system ( xk+1 = f (xk), 

0 <xk< 1, k = 0,1,2,…) running in the chaotic state. The 

chaotic sequence {xk: k = 0,1,2,…} can be used as spread-

spectrum sequence and as a random number sequence. The 

use of chaotic sequences in HS can be helpful to improve the 

global convergence, and to allow escaping from local 

solutions than the classical HS algorithm which uses fixed 

values for HMCR, PAR and bw. In the chaotic HS algorithm, 

when a random number is needed by the classical HS 

algorithm, it is generated by iterating one step of the chosen 

chaotic map that has been started from a random initial 

condition at the first iteration of the HS [79]. 

Chaotic harmony search (CHS) algorithms may be simply 

classified and described as follows: 

i. Initial HM is generated by iterating the selected chaotic 

maps until reaching to the HMS. 

ii. In it, PAR value is not fixed. However, itis modified by 

the selected chaotic maps as follows: 

PAR(t+1)= f(PAR(t)), 0<PAR(t)<1, t=0,1,2,…      (5) 

iii. Here, BW is modified by the selected chaotic maps as 

follows: 

BW(t+1)= f(BW(t)), 0<BW(t)<1, t=0,1,2,…            (6) 

iv. Both PAR and BWvalues are modified by the selected 

chaotic maps as follows 

PAR(t+1)= f(PAR(t)),  0<PAR(t)<1,  t=0,1,2,…     (7) 

BW(t+1)= f(BW(t)),  0<BW(t)<1,  t=0,1,2,…            (8) 

v. i and ii are combined, that is initial HM is generated by 

iterating the selected chaotic maps and PAR value has 

been modified by the selected chaotic maps when needed. 

vi. i and ii are combined, that is initial HM is generated by 

iterating the selected chaotic maps and BW value has been 

modified by the selected chaotic maps when needed. 

vii. In this approach i, ii, and iii are combined. 

4. HS APPLICATIONS  

HS has been considered by many authors as a very successful 

algorithm, competing with other meta-heuristics, such as PSO, 
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Tabu Search (TS) and GA. In recent years, several 

investigations have been developed around HS, and been 

applied to various optimization problems in computer science, 

operations research,science and engineering, among which are 

included: daily applications, computer science, electrical 

engineering[40-46], civil engineering[47-55], mechanical 

engineering[56-59], biomedical[60-62] ,economics[63], 

transport[28,64] , ecology[51,65,66], among others [14, 

32].we mention the important applications related to 

operations research(OR) and Computer science (CS). 

4.1 OR Applications 

When it comes to everyday problems, reference the 

application of optimization algorithms in solving common 

problems in human development and for which there is no 

science or research field right that 

identify. Some of these problems are: 

Transport-Related Problems 

A Travelling Sales Man (TSP) problem with  20-city was 

solved in [28,64] and with  51-city TSP was also presented in 

[1], both using a modified HS algorithm. A school bus routing 

problem was investigated in [86] and briefly in [32]. The 

problem was to find the required number of school buses and 

the best route for each bus subject to constraints on the bus 

seating capacity and maximum allowable journey time. A 

generalized orienteering problem, for the best touring in 

China, was solved using a modified HS method in [84]. The 

aim was to find the tour route that maximized the collective 

tourism opportunities offered by eachcity, subject to a 

constraint on the maximum tour length. A parameter 

estimation problem for the annual energy demand of the 

Turkish transportation sector was reported in [85]. 

Multi-objective optimization problems  

Geem and Hwangbo [58] applied multi-objective optimization 

for the design of a satelliteheat pipe. The problem concerned 

finding the heat pipe dimensions and operating temperature to 

minimize the heat pipe’s mass while maximizing its thermal 

conductance. 

Unconstrained and constrained problems 

Omran and Mahdavi [7] compared the performance of the 

original HS, IHS [82,83] and a new Global-best HS (GHS) 

algorithm on ten continuous functions of up dimension 100, 

and six integer programming problems with up to 30 

variables. They also studied the sensitivity to HS parameters 

and the effect of noise. Mukhopadhyay et al [94] compared 

another modified HS method with IHS, GHS and Differential 

Evolution (DE) for five continuous test functions. Gao et al 

[95] constructed a modified HS method purposely for multi-

modal functions and used it to three 2-dimensional multi-

modal functions. Optimization of a selection of continuous 

functions with 2–30 variables using the hybrid Harmony 

Annealing Algorithm (HAA) was reported in [96, 97]. The 

Rastrigin, Griewank and Sphere functions were optimized for 

30, 50 and 100 variables using a hybrid PSO-HS algorithm 

developed for high-dimension problems in [98]. Results for 

the same three functions in 2–30 dimensions were reported in 

[100] for a GA-HS algorithm. A hybrid HS-DE method for 

uni-modal problems was tested on eight 50-dimensional 

benchmark functions in [95]. Jang et al [101] optimized two 

unconstrained and three constrained bench-mark functions 

with 2–7 continuous variables using a hybrid NM-HS method. 

A hybrid algorithm that combined elements from GA, HS, 

NM and the Tabu Search (TS) was tested on six continuous 

functions of dimension 2 to 10 in [99]. Fesanghary et al [74] 

applied a modified HS-SQP method to two constrained and 

two unconstrained benchmark problems. 

Liu and Feng [85] used HS for system identification. They 

estimated ten discrete valued parameters of a Controlled 

Auto-Regressive Moving Average (CARMA) model for oil 

well heat wash data. Two applications in process control have 

been reported: nonlinear model predictive control for set-point 

tracking using HAA [86], and synchronization of discrete-

time chaotic systems using another modified HS method [87]. 

more applications include the solution of Sudoku puzzles 

[88], musical composition [89], timetabling and room 

allocation for university courses [25], optimization of a 

milling process [90], and the selection of land parcels for 

ecological conservation (a MCSP) [65]. Fesanghary et al [56] 

compared IHS and GA for the optimal design of a shell and 

tube heat exchanger, which included both annualized capital 

and operating costs. The optimal operation of a system of 

cogeneration (combined heat and power) plants was studied in 

[93]. The aim was to determine the heat and power generation 

rates at each plant to minimize the total cost, subject to 

constraints on the total heat and power demand, and the 

feasible operating region for each plant 

4.2 Applications in Computer Science 

The HS algorithm has been recently applied in many 

applications in computer science and engineering, among 

them: The clustering or grouping of web pages, the summary 

or text summarization, Internet routing and robotics.  

Clustering is a problem of great practical importance that has 

been the focus of substantial research in several domains for 

decades. Given the dimensions and the properties of the 

documents, the clustering tends to be a much more difficult 

task when it comes to web documents. HS has been 

successfully applied to the problem of clustering of web 

pages, both for continuous data representation [34] as for 

discrete data representation [26]. HS based in clustering has 

been hybridized with the k-means algorithm HSCLUST 

resulting in [35]. Results show that the clustering of web 

documents based on HS is a good choice when it comes to 

partition large quantities of documents [24]. Another 

algorithm for Web document clustering is IGBHSK, this 

algorithm hybridized GHS and K-means. IGBHSK has the 

ability to define automatically the number of clusters for a 

problem given. This algorithm shows better results when used 

a matrix frequent terms document, framework of a vector 

model representation of documents, when the Bayesian 

information criterion is used as fitness function and when 

using the cosine similarity to compare documents [36]. 

Visual tracking is commonly used systems to correctly 

identify a target arbitrary in a video sequence. In this type of 

problems is consider the possibility that the target comes and 
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disappear, change in size, is covered by another object in the 

video sequence, with the aim of quickly locate and efficiently. 

The most popular method used in visual tracking is the 

Kalman filter and the particle filter. HS and IHS have been 

used to create the Harmony Filter (HF) [25], which uses the 

Bhattacharyya coefficient to compare color histograms in the 

video sequence. HF gained further accuracy in the process of 

monitoring and recovery of target situations in which the 

other two algorithms did not Robotics is one of the sciences in 

which HS has been successfully applied over other 

evolutionary algorithms and other mathematical techniques. 

Calculating the coordinates of the movements of the robots is 

strong in this type of applications, among which are the 

calculation of optimal trajectories [37] and an application for 

a prototype reconfigurable mobile robot [38]. In [37] HS was 

used for minimizing the duration of motion, which is the main 

restriction of trajectories problems that have primarily aimed 

at increasing productivity, for robots used in the industrial 

field, in this case a robot manipulator with 6 degrees of 

freedom. HS was hybridized with the sequential quadratic 

programming (SQP, Sequential acronyms Quadratic 

Programming), resulting HHSA to improve the solutions 

calculated trajectories, using randomness in order to find the 

optimal initial values which are to be used for SQP vectors.  

 In [39], two new algorithms (HSPR and HSNPI) were 

proposed to solve the problem of lower cost with delay 

constraint on the bandwidth based on HS. HSPR and 

HSNPIwere evaluated in regard to their performance and 

efficiency against a GA and a modified version of BSMA. 

Simulation results of randomly generated networks and 

topologies indicatedthat the proposed algorithm exceeded 

HSNP. 

4.3 Applications in Electrical Engineering 

The method to detect the most efficient way, with the lower 

operating cost and reliably maintain one power system, within 

the constraints operational resources available generation is 

called Economic Dispatch (Economic Dispatch). Several 

mathematical programming methods have been employed to 

solve it, such as linear programming, nonlinear homogeneous 

programming [1, 40, 41]. Considering the use of various types 

of fuels, in implementing functions can be found not 

converging unsmooth, prohibitive operative zones, between 

other, which makes such problems are not resolved by 

traditional mathematical programming models, and dynamic 

programming models and programming no mixed integer 

linear, although these methods tend to create an expansion of 

the dimensions of the problem [41]. HS has been used in this 

area as an alternative technique to the traditional methods due 

to its ability to scan to find high-performance regions within 

the space in a reasonable time. Its application is an alternative 

one of the most difficult problems Economic Dispatch that 

arises in Heat and Power Systems  [40]. Within the design of 

electrical systems, it tries to find thebetter and safer operating 

point for each load situation [42]. In general, the design 

problems electrical systems are highly non-linear problem 

constraints and large scale. HS has been used to solve such 

type of electrical problems, in which a modified Search called 

Harmonic with the Population Variance (PVHS) [43], where 

"control parameter known as bandwidth was matched to the 

standard deviation Current population "(free translation) [43]. 

The results proved its effectiveness after being subjected 

IEEE Test System 30. 

In the field of photo-electronic detection, a version called 

Adaptive Harmony Search (AHS) has been used to solve the 

problem of Photon density wave within the witch "fits 

harmoniously memory throughout the process given search 

rate and adjusting HCMR tone (PAR) [44]. This method is 

used to locate abnormalities embedded in the sample 

according with location parameters to diagnose [44]. In 

optimizing multilevel inverters, there is a new HS method 

based on optimizing the waveform harmony step for such 

investors. The method proposed had the advantage of high 

rate of convergence and accuracy compared with other 

conventional methods of Optimization [45]. As a case study, 

the method was applied and tested on an investor of 13 levels. 

Simulation Results showed the effectiveness and flexibility of 

the proposed method [45].  

In the field of mobile networks, a new guided optimization 

method for detecting randomly multiuser Direct-Sequence 

Code Division Multiple Access (DS-CDMA) was proposed 

[46]. HS was combined with the multiuser detection algorithm 

on a workbench channel decoding. Results obtained were 

close to those expected without using a search optimal 

detection multiuser systems even with high load [46]. 

4.4 Applications in Civil Engineering 

Minimizing costs and space materials, are some of the most 

important features in the design, development and 

implementation of a structure or building. HS has undergone 

multiple related applications construction, network design and 

optimization of resources, excellent results compared to other 

algorithms in the minimizing the total cost of construction 

(production), that for civil engineering is the main factor and 

every company looks, leaving aside the quality of materials 

and construction itself. When speech structural design refers 

to the structure or frame construction, that is, the beams and 

columns steel, which support the weight of the construction 

[47- 49]. 

In the design of hydraulic networks, the main purpose of 

using the HS is optimizing costs considering the dimensions 

of the pipes used in the network. HS was adapted to select the 

diameter for each segment of the pipeline in order to minimize 

the cost total network. To this,restrictions imposed by fluid 

mechanics were taken into account, i.e. mass equations and 

energy conservation, which is determined by the pressure 

minimum that must be submitted each section (segment pipe) 

[3, 4]. To test the solutions in [4], a software package that 

allows evaluation of water quality distribution systems of 

drinking water (EPANET) was used [50]. 

4.5 Applications in Economics 

A classic and important problem in economics is the sum 

radii. The sum of radii is part of the fractional programming, 
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which aims at optimizing one or more radios of various 

functions. This problem considered very difficult because it 

involves nonconvex and/or multimodal functions. Among the 

applications of the problems sum of radii are: government 

contracting, the transportation science, finance, economics, 

engineering [2]. Furthermore, in their research part, these 

problems have theoretical and computational challenges.[63]. 

Proposed Harmony Search (PHS ), was proposed is another 

modification applied to handle such issues. In PHS, BWwas 

adjusted based on the central difference finite to approximate 

a derivative. The results Himmelblau optimizing function, 

show that the PHS obtained a better performance compared 

with initial HS, as the number of iterations. When applying 

the solution PHS various radii addition problems, did better 

results in the objective value over other methods. 

4.6Applications in Ecology 

In modern life, industrial and urban conservation ecosystems 

and their species are very important. To achieve this, different 

techniques have been developed and used for the selection 

problem. In the field of optimization,five classes of reserve 

selection problems have been identified: species recovery 

problem (Species September Covering Problem, SSCP) 

recovery problem Maximum species (Maximal Covering 

Species Problem, MCSP), maximum representation problem 

of multiple species (Maximal Multiple-Species 

Representation Problem, MMRSP) problem restricting 

opportunity preservation (chance constrained covering 

problem) and problem preservation of expected (expected 

covering problem). Of the five proposed optimization 

problems, MCSP has been known as the most commonly used 

model [51, 65, 66]. HS was modified to adapt to various 

specific features of the problem such as: limited selection 

(sparse selection), selection of the first major book (big-book-

first selection) and selection of the first diversity (diversity-

first selection). Although HS did not reach the global 

optimum for the problem with the MCSP model, it obtained 

many results close. This is important for the identification of 

alternative optimal solutions is valuable for planning and 

decision, as the case may be absent of a reservation [51]. 

5. CONCLUSION AND FUTURE WORK 

Harmony search algorithm has proved to be a powerful tool 

for solving several optimization problems. It does not need 

any mathematical calculations to obtain the optimal solutions.  

In recent years, HS was applied to many optimization 

problems, demonstrating its efficiency compared to other 

heuristic algorithms and other Meta mathematical 

optimization techniques. Continuous development 

improvements to the algorithm and various applications to 

new types of problems (operations research ,economy, 

computer science, civil engineering and electrical 

engineering), indicate that HS is a good choice. As a 

consequence, many studies have been proposed to increase its 

efficiency. However, there are many future works that can be 

done, such as: 

1. Investigation of how to avoid being stuck in local 

solution, since most of the proposed HS had a 

problem of being, so.  

2. Apply HS on dynamic problems. 

3. Develop and analyze ensemble of HS operators 

algorithms. 

4. Propose new adaptive mechanism to update HS 

parameters 

5. Solve other real-world problem, such as travelling 

salesman problem and time series forecasting.  

6. Apply HS to solve machine learning problems.  

7. Investigate the performance of HS on solving 

constrained problems.  

8. Analyze the effect of hybridizing HS with other 

EAs. 
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