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ABSTRACT 
Let f be a real valued function defined in [0, 1], with values 

known at intermediate points such that the first derivatives of 

f at all nodes are also known at intermediate points.In this 

paper, we construct an interpolatory quartic spline s which 

interpolates the function f. Unique existence and convergence 

of this spline are also established. This type of construction is 

known to have found aesthetic utility in finding areas under or 

bounded by polynomial curves. 
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1.  INTRODUCTION 
Let                         be a partition of 

unit interval I = [0, 1] with            , k = 0, … , n-1. 

Denote by     
   

 the class of quartic splines s(x) satisfying the 

condition that            and is quartic in each subintervals 

of I. In the past this class of splines is used by various authors 

with different interpolatory conditions, see [6] and [12]. For 

more related work one can refer [3] – [13]. In this present 

paper we study the problem in a different perspective where 

the first derivative of f  is given at intermediate points 

between the nodes and the first derivative of f is known at all 

the nodes, the theorem states as: 

2. THEOREM 1  
If f  is a real valued function of x defined in [0, 1], we have 

the real numbers   
 , i = 0,1,…, N + 1;      , i = 0, 1,…, N ; f0 

and fn+1; There exists a unique spline     
   

 such that 

 
  

     
             

                   
                        

                                  (2.1) 

where                            , 0   λ  1; λ   (3   )/6 

and N is even. To avoid lengthy calculations we take λ = 
 

 
 . 

PROOF                                                                      
If P(x) is a quartic polynomial in [0, 1] then, 

  (x) =  (0)A(x) +  (1)B(x) +   (0)C(x) +   (1)D(x)    

           + (λ)E(x). 

Using given conditions we obtained the fundamental 

polynomials A(x), B(x), E(x), D(x) and E(x) as follows:  

A(x) = 
   

  
 x4   

   

  
 x3 + 

  

  
 x2 + 1, 

B(x) = 
    

  
 x4 + 

   

  
 x3   

  

  
 x2, 

C(x) = 
  

  
 x4   

   

  
 x3 + 

  

  
 x2 + x, 

D(x) = 
  

  
 x4   

  

  
 x3 + 

  

  
 x2, 

E(x) = 
  

  
 x4 - 

  

  
 x3 + 

  

  
 x2 . 

For  further calculations we have 

   (0) = 
   

  
 ;     (1) = 

   

  
 ; 

   (0) = 
    

  
 ;     (1) = 

    

  
 ; 

   (0) = 
   

  
 ;     (1) = 

   

  
 ; 

   (0) = 
  

  
 ;     (1) = 

   

  
 ; 

   (0) = 
  

  
 ;     (1) = 

  

  
 . 

Set x = xi + th, 0   t   1, then the quartic spline s which 

satisfies (2.1) in [xi, xi+1] can be expressed as 

s(x) = si A(t) + Si+1B(t) + h  
  C(t) + h    

  D(t) + h2    
  E(t)     

                                                                     (2.2) 

We have the similar expression for s in [xi-1, xi] since               

s   C2[0, 1] then 

         =          ;   i = 1, 2…, N. 

 

Leads the following system of equation 

-24 si-1  + 35 si – 11 si+1= 
 

 
       

    
        

   

 

                                        +
  

  
         

        
     (2.3)                                                                                                                                                                                                                                                         

where, 

         = si   
  (0) + Si+1  

  (0) + h  
     (0) +                     

           + h    
     (0) + h2    

     (0) 

         = si-1   
  (1) + Si  

  (1) + h    
     (1) +                  

                 +h  
     (1) + h2      

      (1). 

Clearly it is diagonally dominant so existence is unique. 

An interesting particular case is for λ = 0 (i.e. f0, fN+1,   
  and 

  
  , i = 0,1,…, N are known); (2.3) is then reduced to the 

recurrence formula   
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-si-1 + si = (h/2)(    
    

 ) + (h2/12)(    
    

 ) , 

with s0 = f0. Hence si , i = 1, 2,…, N can also be computed 

through the following formula 

si = f0 + (h/2)   
    

      
    

   )+(h2/12)(  
     

  ) (2.4)   

3.  ERROR ESTIMATES 
In this section an L∞ error estimate for the above interpolating 

quartic spline for λ = 0 (i.e. in addition to the boundary 

conditions f0, fN+1, the first and second derivatives are known 

at the nodes except for     
  ) is represented. For the other 

values of λ such an estimate is an open problem. 

 

THEOREM 2  
 Let s be the quartic spline as defined above, with λ = 0. If f   

Cl[0, 1],   = 2, 3,4, then for any x   [0,1] 

|s(r)(x) – f(r)(x)|    
   

                            

 
  

 
                                

   (3.1)    

               

Furthermore, if f   C5[0,1] then for any x   [0,1] 

|s(r)(x) – f(r)(x)|    
   

                           

 
  

 
                              

   (3.2)     

                         

Where ωl(h) is the modulus of continuity of f(l) ;                 

ωl(h)   2       ∞
  and 

C2 = 20, C3 = 8, C4 = 5/2, C5 = 31/30. 

 

PROOF 
We give the proof of this theorem for   = 3 and   = 5 since it 

runs along the same line for the other cases.  

Set ei = s (xi) – f (xi) then from (2, 4)  we have 

-ei-1 + ei = (h/2)(    
    

 ) + (h2/12) (    
     

  ) + fi-1- fi ; i = 

1,2,…, N. 

Expand the right hand side around xi by Taylor’s expansion to 

get 

-ei-1+ei=  
                                              

                                       
   

where αi, βi  (xi-1, xi), eo = 0. If follows then for i = 1, 2, … N 

              
                                      

                             
   (3.3) 

             

From (2.2) we have 

h2[   (x) –    (x)] = ei 
           

              (3.4)            

where 

      
             

            
             

     +     

      
                

Using Taylor’s expansions of order l around xi and the 

following identities 

                                            

                           

                              

                               

to get 

     

 
              

                            

                             
                 

           

                                                        (3.5) 

But                                , 

           therefore (3.5), (3.4) and (3.3) give 

|      –   (x) |    
                                    

                         
              

  

Integrating once over [xi, x], using        –   (xi)  = 0 and 

then second times over [0, x] (resp. over [x, 1]) if x is closer 

to 0 (resp. to 1), using s(0) – f(0) = 0 ( resp. s(1) – f(1) = 0), 

these steps will complete the proof. 

Notice that 

Fi = f0 +                
  
 

. 

Using (2.4) for i=1, 2,…,N, we have 

si fi =          
    

                  
    

     
     

         
  
 

 

The right hand side is in fact the error of the corrected 

trapezoidal rule applied to the function   (x) in [0, xi]. 

Therefore (Carl de Boor [2], p. 321) 

|si – fi|  (h4/720)                    , f   C5[0, 1] (3.7)     

                                                                                                                                                                                              

Furthermore, notice that       is a cubic Hermite  interpolant 

for    in [xi, xi+1] , i = 0,1,…, N – 1. Since       is a cubic 

polynomial in [xi, xi+1],                                     
    

          
  

    
    

    
    and     

      
 (this is not the case in the last 

sub-interval since     
   is not available). Therefore, using the 

classical error of Hermite interpolation, we have (Carl de 

Boor [2], p. 288) 

|s (x) –f(x)|   (h4/384)       ∞ ,   x   [0, xN],  f   C5[0,1] 

                      (3.8) 

Integrating over [0, x], using s(0) – f(0) = 0, we obtain, 

|s(x) –f(x)|   (h4/384)       ∞ ,   x   [0, xN]     (3.9) 

The upper bound in (3.8)(resp. (3.9)] is about 400(resp. 200) 

times less than the corresponding bound given in (3.2).  

In the last interval [xN, xN+1], integrating (3.6) once over [xN, 

xN+1], using   (xN) –    (xN) = 0 and then second times over 

[x, 1] using s(1) – f(1) = 0, we get 

|s (x) –f(x)|   (31h4/30)       ∞ ,  x   [xN , 1] 
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|s(x) –f(x)|   (31h4/30)       ∞ ,  x   [xN , 1] 

This proves the theorem. The case λ = 1 is very similar to that 

of λ = 0. 

 

4. CONCLUSION 
We have studied the existence and uniqueness of a quartic 

spline that matches with the first derivates of f(x) at the nodes 

and the second derivatives between them. When both the first 

and second derivatives are given at the nodes and error 

estimates derived, which, together with the numerical results, 

showed the method to be efficient. 
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