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ABSTRACT 

Mobile computing facilitates users to keep the information 

handy and also continuous access to the application by using 

mobile computing devices (i.e. Smart phones, palmtop, laptop 

and tablets) without using wired network. It provides flexible 

communication to network users; they can access network 

applications anytime and anywhere. Communication between 

these devices and mobile network application is possible 

through the network routing. Network routing plays a 

significant role to improve the performance in Mobile 

computing. A routing algorithm is required to choose the 

communication path to travel data packets from source to 

destination in Mobile computing network. Routing in a 

mobile network typically involves a rather complex collection 

of algorithms that work more or less independently and yet 

support each other by exchanging services or information. In 

mobile communication network multiple data packets need to 

transmit in order to execute on available processing nodes 

with minimum transmission time. This research paper implies 

a cluster based routing strategy to help route data packets 

from source device to destination point. 

Keywords 
Data communication, Mobile Computing, Optimization 

technique, Routing Strategy 

1. INTRODUCTION 
Computer network change the face of computing, it facilitate 

multiple users can work together and access the same 

application at the same time. It was like boon for the business 

organization, government sectors and educational institutions. 

Initially a network was used fixed wired connections and it 

has some limitations in regards of locations. User should 

reach the location where network connected terminal is 

present, then only user was enabled to access network 

resources. Mobile computing break all these barriers due to 

the significant improvement in wireless technologies, it 

provides the facility continuous network connectivity to users 

regardless of their location. Data communication during the 

execution of any application between the processors in form 

of packets is a basic and primary activity in mobile 

computing. This activity is performed using a routing scheme, 

which is a mechanism working in a distributed fashion for 

routing data packets in Mobile computing.  

In mobile computing routing defines a communication path 

for upcoming traffic of data packets for their execution in a 

minimum transmission time, in order to achieve better 

performance of mobile computing, routing strategy as 

efficient as possible.  An application deals with the 

application data, the input data collects from the user’s node 

and it communicate to processing node in mobile computing 

through a communication path chosen by the routing strategy. 

Data in form of packets from originating source is pass across 

to destination processing node and execute or process on 

available resources using a server application and server 

execute those data packets and combine it to one piece of 

information and sent back to originating source in the form of 

result.  

Network routing is common and challenging activity and it 

also play a vital role to improve the performance of Mobile 

Computing. Routing strategy becomes more critical when the 

multiple communication paths are present for data packets 

communication in a network. An effective routing strategy 

would be required to select most feasible communication path 

to transmit data packets in Mobile Computing for 

performance enhancement. This research paper focuses on the 

design of routing strategy that would make the arrangement of 

data routing by choosing the most suited path to data packets 

in a mobile computing where the numbers of data packets ‘m’ 

will route on numbers of processors ‘n’ (where m>n). Routing 

strategy present in this research paper find the feasible path 

for application data packets to transmit at destination 

processing nodes, routing strategy will satisfy time constraint 

here, it means performance will measure in terms of 

transmission time or i.e. minimum transmission time and the 

problem discuss here is static in nature.  

A problem of data communication in Mobile computing is 

considering here, where the multiple mobile users are 

accessing application running in the same network domain. 

An application is interact with processing nodes using data 

packets through communication path decided by the routing 

tables, Routing table is created by a routing algorithm to 

choose most appropriate route for data communication. In 

case multiple data paths exist for single data packets, routing 

strategy will decide feasible path to minimize transmission 

time for a data communication in mobile computing. Some of 

the routing algorithm and or methods have been reported in 

the literature, such as Routing Scheme [1, 2, 3, 5, 19, 20], 

Salesman Problem [4], Grid Computing [6, 8], Shortest paths 

in restricted graph [7], Task Allocation Scheme [9], Single 

system image [10], Performance and cost in a cloud 

computing system [11], Resource allocation policy [12], Job 

scheduling in mobile grids [13, 14], Enhancing the Overall 

Performance of Distributed Computing System [15], Remote 

execution for mobile computing [16] and Resource allocation 

scheme for mobile ad hoc computational grids [17,18]. This 

research paper introduces a routing strategy by implementing 

a routing algorithm to get maximum optimization of data 

communication that will also enhance the performance of 

mobile computing as well. 
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2. NOTATIONS 

p   processing nodes 

d   data packet 

n   Number of Processors 

m   number of data packets 

TTM   Transmission Time Matrix 

CTTM   Clustered Transmission Time 

Matrix 

3. OBJECTIVE 
The main objective of this research paper is design a routing 

strategy to find a possible shortest communication path to 

transmit data packets from source to destination in mobile 

computing.  An effective routing scheme is always helpful to 

improve the performance of mobile computing network. In 

client server architecture application data communicates 

between server and clients. Multiple data packets need to be 

transmits by using a communication path over mobile 

network. Routing table contains all possible communication 

path from each source to every destinations is called decision 

tables. Based upon the routing table, routing strategy chooses 

the feasible path in terms of transmission time to transmit a 

data packet. This research paper is solving the problem of 

network routing by optimizing routing strategies in data 

communication network of mobile computing. The nature of 

routing in data communication is static. Routing strategy will 

also ensure the delivery of all data packets at destination in 

optimize manner. In this paper performance is measured in 

term of transmission time of data packet. 

4. TECHNIQUE 
This research paper considers a scenario where a set P = {p1, 

p2, p3,………pn}  of 'n' processing nodes and a set D = {d1, d2, 

d3,………dm} of ‘m’ data packets originating from the 

different various sources in mobile computing. Each data 

packet has n numbers of communication paths to go through 

for its execution or each data packet has an option to transmit 

on every processing node as per its feasibility. Transmission 

time are known for each data packets to every processing 

nodes in the network and it is stored in Transmission Time 

Matrix (TTM) of order n * m. Communications between the 

data packets have also been taken into the consideration; it 

will be either 1 or 0, where 1 represent communication 

between the data packets while 0 represent no 

communication. That is given in communication matrix 

namely CM (,) of order m x m. Clusters for the data packets 

would be formed for each data packet based on the 

communication and the number of data packets in cluster will 

be [m/n] in case m is even otherwise number of data packets 

will be [m+1/n] in a cluster. The employed routing strategy 

re-arrange the set of clusters and get n number of ordered pair 

and none of the data packet will be repeated in a cluster. 

Minimum number of data packet in any cluster should be 1, 

remaining ordered pair may not be considered. After these 

steps n numbers of clusters are formed for n numbers of 

processing nodes. Data clusters will be arrange in Cluster 

Transmission Time Matrix (CTTM), Column wise average 

will be calculated for each column. Calculated average is 

compared with CTTM in vertical manner for each element 

and search for the minimum value (transmission time) and 

route the data packet cluster to destination point. The process 

is repeated until all data cluster would be routed in mobile 

computing. 

5. ALGORITHM 
1. Start Algorithm 

2. Read the number of data packets in m 

3. Read the number of processing nodes in n 

4. Store Data packets and Transmission Time into Matrix 

TTM (,) in order of m x n. 

5. Store Communication Matrix (,) in order of m x m. 

6. Based on Communication matrix formed data cluster 

having m/n numbers of data packets 

7. Clubbing the values of Data packets present in Data cluster 

and derived a new Cluster Transmission Time Matrix 

(CTTM) and also set routing status as false for each cluster. 

8. Calculate average () for each Column in vertical manner 

9. While (All data clusters! = routed) 

{ 

i. Find minimum value in vertical manner for each 

processing node  

ii. Check routing status 

iii. If routing status = false 

iv. Route the eligible data packet to available 

communication path and set routing status as 

TRUE. 

v. Else 

vi. search for next appropriate value 

}  

10. State the results 

11. End of algorithm 

6. IMPLEMENTATION 

This research paper have considered mobile computing 

network which consist a set P of 3 processing nodes {p1, p2, 

p3} with different processing capacity and a set D of 6 data 

packets {d1, d2, d3, d4, d5, d6}. Each data packet has multiple 

paths to transmit for their execution as mentioned in Fig. 1. 

 

Fig. 1: Data and processing unit’s communication graph 

Transmission time of each data packet to each processing 

node are known and mentioned in the Transmission Time 

Matrix namely TTM [,] of order m x n as mentioned in Table 

I. 
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Table I: Transmission Time Matrix 

 

TTM [,]      = 

 p1 p2 p3 

d1 10 30 09 

d2 10 40 08 

d3 08 15 15 

d4 07 20 10 

d5 20 08 10 

d6 08 09 07 

Communication between data packets have taken into the 

considerations as well and shown in Fig. 2.  

 

Fig. 2: Communication tree between data packets 

Matrix representation of communication between data packets 

are mentioned in Communication Matrix namely CM [,] in 

order of m x m. 

Table II: Communication Matrix 

CM (,)      = 

 d1 d2 d3 d4 d5 d6 

d1 0 0 1 0 0 1 

d2  0 0 1 0 0 

d3   0 0 1 1 

d4    0 1 0 

d5     0 1 

d6      0 

By considering communication matrix CM () as mentioned in 

Table II the following data packet clusters will form: 

For data packet d1 :  {(d1 * d3), (d1 * d6)} 

For data packet d2  :  {(d2 * d4)} 

For data packet d3 :  {(d3 * d5), (d3 * d6)} 

For data packet d4  :  {(d4 * d5)} 

For data packet d5  :  {(d5 * d6)} 

For data packet d6  :  – 

From the above sets of clusters by neglecting repeated data 

packets or ordered pair, three final distinct data cluster would 

be select (d1 * d3), (d2 * d4) & (d5 * d6): 

Cluster Cl1 – {d1 * d3} 

Cluster Cl2 – {d2 * d4} 

Cluster Cl3 – {d5 * d6} 

By considering the data cluster instead of single data packet 

will drive another matrix namely Cluster Transmission Time 

Matrix CTTM [,] from the TTM [,] these data clusters will 

also contain their routing status, initially set to false as 

mentioned in Table III. 

Table III: Cluster Transmission Time Matrix 

CTTM ()      = 

Clusters p1 p2 p3 

Cl1 {d1 * d3} 

routing=false 

18 45 24 

Cl2{ d2 * d4} 

routing =false 

17 60 18 

Cl3{ d5 * d6} 

routing =false 

28 17 17 

As per the routing logic here, average will be computed for 

each column as mentioned in Table IV: 

Table IV: Showing average for each column 

CTTM ()      = 

Clusters p1 p2 p3 

Cl1 {d1 * d3} 

routing=false 

18 45 24 

Cl2{ d2 * d4} 

routing =false 

17 60 18 

Cl3{ d5 * d6} 

routing =false 

28 17 17 

Average 21 40 19 

After compute the average for each column, average value 

will compare for each cell value in vertical manner and search 

for the minimum value, once that condition will match (i.e. 

average <= Transmission time), with the routing status is false 

for matched data cluster, the data cluster will gets route and 

routing status will set to true to ensure that data cluster will 

not be consider in the next iteration, otherwise logic will 

search for next appropriate match. By following the same 

routing strategy two data cluster (Cl2 {d2 * d4} and Cl2 {d5 * 

d6}) will assign as mentioned in Routing Table V. 

Table V: Routing Table  

Processor Clusters Transmission Time 

p1 Cl2 { d2 * d4} 17 

p2 Cl3 {d5 * d6} 17 

After the routing of two data cluster (Cl2 {d2 * d4}, Cl3 {d5 * 

d6}), first data cluster (Cl1 {d1 * d3}) still remain gets 

unrouted as mentioned Table VI: 

 

 



International Journal of Computer Applications (0975 – 8887) 

Volume 99– No.2, August 2014 

22 

Table VI: Cl1 still remain unrouted 

CTTM ()      = 

Clusters p1 p2 p3 

Cl1 {d1 * 

d3}routing=false 

18 45 24 

Cl2 {d2 * d4} 

routing=true 

17 60 18 

Cl3 {d5 * d6} 

routing=true 

28 17 17 

Average 21 40 19 

Although p3 processor has minimum value in row 2 (18) and 

row 3 (17) with satisfying condition avg<=ptime, But the data 

routing has already been done for these two rows as 

mentioned in Table VI. So finally data cluster (Cl1 {d1 * d3}) 

will be route to p3 processor and final data communication 

path is mentioned in Table VII. 

Table VII: Routing Table 

Processor Clusters Transmission Time 

p1 Cl2 {d2 * d4} 17 

p2 Cl3 {d5 *d6} 17 

p3 Cl1 {d1 * d3} 24 

 

7. CONCLUSION 
The problem is discussed in this research paper provides an 

optimal data communication solution in a mobile computing 

network to minimize transmission time between data packets 

to each processing nodes with the proper utilization of 

available resources. This research paper has demonstrated m 

numbers of data packets need to transmit to n numbers of 

processing nodes where m is always greater than n in mobile 

computing network. This approach forms data clusters before 

routing, it make the process simple and optimize. The 

technique stated in pseudo code applied on several sets of 

input data and that verified the objective of get minimum 

transmission time for given data packets for their execution. 

Here performance is measured in terms of transmission time 

of the data packets that has been executed by the processing 

nodes of the mobile computing network. The outcome of the 

given example as mentioned in Table VIII: 

Table VIII: Resulting routing table of given example 

Processor Data packets Transmission Time 

p1 d2 * d4 17 

p2 d5 *d6 17 

p3 d1 * d3 24 

Total Transmission Time 48 

Fig. 3 shows the data packets mapped with their processing 

nodes as mentioned in Table VIII: 

 

Fig. 3: Data packets routed to eligible processing nodes 

Graphical representation of stated outcome of the given input 

as mentioned in Figure 3: 

 

Fig 4: Shown Transmission time for data packets 

This research paper calculates time complexity of the present 

algorithm as it is a major factor to show the performance of 

the algorithm. Present paper also contains the comparison 

between results with some other recent algorithm [14] for 

proving the betterment of the present algorithm as mentioned 

in Table IX. 

Table IX: Complexity comparison between present 

algorithm and algorithm [14] 

Number of 

Processors 

(n) 

Number 

of data 

packets 

(m) 

Complexity of 

algorithm [14] 

O(n2) 

Complexity of 

present 

algorithm 

O(mn) 

3 5 25 15 

3 6 36 18 

3 7 49 21 

3 8 64 24 

3 9 81 27 

4 5 25 20 

4 6 36 24 

4 7 49 28 

4 8 64 32 

4 9 81 36 

5 5 25 25 

5 6 36 30 

5 7 49 35 

5 8 64 40 

5 9 81 45 
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Figure 5, 6 and 7 demonstrate the time complexity 

comparison between the present algorithm and algorithm [14] 

for different values m and n. 

 

Figure 5: Number of Processors = 3 

 

Figure 6: Number of Processors = 4 

 

Figure 7: Number of Processors = 5 
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