Investigation of a Novel Technique for Decline Curve Analysis in Comparison with the Conventional Models
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ABSTRACT

It has been proven that the common Arps empirical decline curve analysis (DCA) to be an extensively used tool for many years, however, it has much error in production forecasting. In the past, engineers forecasted the oil production rates without understanding of the reservoir engineering principals behind and without having the reservoir properties and operating conditions. These problems influence the quality of the production prediction by Arps model and decreases the validity of this technique. In addition, even by having those properties and conditions a reliable production prediction still cannot be promised without understanding of the theory that connects reservoir properties and operation to the production decline. Experience discovered that the production decline is completely complex that can’t be handled just by a simple mathematical model such as Arp, so the lack of an efficient tool for DCA is still essential. This paper presents the simultaneous use of the conventional Arps method and ANN-PSO as forecasting tools to find the optimum decline curve model. Production data from Ramin oilfield in Iran is analyzed by using these two techniques to forecast future the production performance. Arps decline curve and ANN-PSO models are compared, and the most appropriate approach is introduced in this paper. Consequently it is found out that ANN-PSO model gives a better results and can be used as a novel tool for DCA.
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1. INTRODUCTION

Decline curve analysis is one of the most common approaches that is practical extensively for evaluation of oil and gas reserves and their properties. Generally there are three basic models of rate-time decline equations that are sorted as exponential, hyperbolic and harmonic equations based upon their b-values. Examination of the Arps equations shows the paramount significance of the decline exponent, b, that was investigated to be dependent on fluid properties and production conditions and determines the degree of curvature of the decline [1]. Arps proposed that the b-varies between zero and one, with no discussion of the possibility of b>1. However, there is no theoretical basis for limiting the exponent to values less than one. If there is a mechanism that maintains the reservoir pressure, like gas or water injection, an active water drive, or gas-cap drive, the production rate would mainly maintain constant and the decline tends toward zero. Since the decline in reservoir pressure is small, the production driving force remains large, and the decline in the producing rate is smaller correspondingly.

The main theoretical assumption for these decline equations are that the well is in boundary-dominated flow condition in a way that the skin factor, productivity index, drainage radius and flowing bottomhole pressure are constant. On top of that, in this method if we assume that the past reservoir behavior is conveyed and exerted with the same trend into the future of the well; the future of well behavior is followed up by the same past reservoir dynamics of the fluid.

Also it employs the mathematical equations to predict the production of declining and early producing fields respectively. It does not require any assumptions about the reservoir parameter. And it needs appropriate production data to permit the logical extrapolation.

The most popular types of decline curves which are used extensively are [2]: 1- Production Rate vs. Time, 2- Cumulative Production vs. Time, 3- Production Rate vs. Cumulative Production.

Well production rate is the most accessible data of a producing well, so production decline-curve analysis has been carried out employing well production rate data. Commonly these data are existed on a daily or monthly format in formal reports, however, they are rarely evaluated on such a basis. Hence for production decline-curve analysis, some allocated measured well test rates has been used.

Constant-percentage decline (exponential decline) is the simplest type of decline curve model which can be handled both graphically and mathematically, therefore frequently expected production performance is extrapolated as a straight line on semi log scale. This is usually not true, and this is done regardless of the previous experiments which have revealed this scientific fact that hyperbolic decline is frequently the dominant decline model [3]. However, the mathematical or graphical analysis of hyperbolic model is hard to do in comparison with harmonic and exponential decline. Fetkovich [4] presented type curves combining the transient rate and the pseudo-steady state decline curves and derived single-phase
production or peak production rate data are accessible, it may be possible to establish a correlation between these and EUR in analogous wells, thereby justifying EUR predicting by utilizing a suitable type curve.

2. The selected approach of curve fitting or production decline equation has a significant influence on rate forecasting, and the prediction of the EUR in a well accordingly. Even basic approaches give tremendously different EUR estimates at a given abandonment time or rate [10].

### 3.2 ARPS Model

The simplest decline curve analysis approaches are those presented by Arps. It is applicable to outline these, since they are still commonly employed, and the theory constitutes the basis for some of the more complex techniques. The Arps decline model is a base upon the empirical observation that the loss ratio (the rate of change of the reciprocal of the instantaneous decline rate) is constant with time [10]. In the most cases production will decline at a decreasing rate. The rate of decline is expressed by [11]:

$$D = -\frac{1}{q} \frac{dq}{dt}$$  \hspace{1cm} (1)

The decline rate is also approximated by a power function:

$$D = aq^b$$  \hspace{1cm} (2)

Substitution Eq. 2 into Eq. 1 yields a differential equation, which could be solved for production rate, q.

$$aq^b = -\frac{1}{q} \frac{dq}{dt}$$  \hspace{1cm} (3)

The equation is appropriate for the Pseudo-Steady State flow condition. Nearly all conventional decline curve analysis is based upon the empirical rate-time equation given by Arps as [2]:

$$\frac{q(t)}{q_i} = \left[1 + bD_i t\right]^{-b}$$  \hspace{1cm} (4)

For b= 0, we can obtain the exponential decline equation for Eq. 4:

$$\frac{q(t)}{q_i} = e^{D_i t}$$  \hspace{1cm} (5)

For b= 1, referred to as harmonic decline curve, we have:

$$\frac{q(t)}{q_i} = \frac{1}{[1 + D_i t]^b}$$  \hspace{1cm} (6)

The results are plotted a developed for values of b between 0 and 1 in 0.1 increments as a set of log-log type curves for a unit solution (D_i=1) in terms of a decline curve dimensionless rate, which is presented in figure 1;

$$q_{Dt} = \frac{q(t)}{q_i}$$  \hspace{1cm} (7)

And a decline curve dimensionless time:
\[ t_{DL} = D_i t \] (8)

Table 1 presents a brief review of Arps decline curve analysis.

### 3.3 PARTICLE SWARM OPTIMIZATION (PSO)

Particle swarm optimization (PSO) algorithm, which fundamentally presented by Kennedy and Eberhart, proved that has a better execution in comparison with other population based methods of optimization. It is a stochastic optimization method which inspired from social treatment of birds and fishes. PSO successfully applied in different fields, which is not only compare with other approaches of this region including Fuzzy computation and Chaos theory but also with other stochastic methods like genetic algorithm (GA) has a better act with shorter time and less error. Another reason that makes PSO an interesting technique of optimization is the small number of parameters that employed in it. Regardless of having a simple structure, implementing PSO is a comfortable process. PSO models the exploration of parameter space by moving agents through the investigating space with following the recent optimum particles. The successful history of each particle influences its future movement. Every particle in this algorithm is a nominee for the answer. In this algorithm particles has an initial position that selected randomly then a local best (lb) is determined for every particle during each movement that is depended on that special one and for group of particles a global best (gb) is determined which is a part of the entire group. Every particle’s position updated by a vector that has a linear relation with local best and global best, through each iteration as below:

\[ X_{2i} = X_{1i} + V \] (9)

\[ V = C_1 r_1 (X_{lb_i} - X_{i}) + C_2 r_2 (X_{gb} - X_{i}) \] (10)

The first position of each particle is its initial local best and the best initial position among set of particles is their initial global best. Local best is the best position (having the best cost) of particle that had until that moment. And global best is the best position among all particles until that moment. The algorithm continues until the convergence criterion such as minimum error or maximum iteration is satisfied.

### 3.4 ARTIFICIAL NEURAL NETWORKS (ANNs)

Artificial neural networks (ANNs) are parallel information processing approaches that utilized to define complex and nonlinear relationship and employs number of input-output training patterns from the experimental data. Finding a nonlinear algorithm between inputs and outputs is obtained by natural ability of ANNs. They are made of nodes or neurons, number of simple computing components, which utilized to form respectively an input layer, one or more hidden layers and an output layer [12]. Feed-Forward neural network architecture, network structure in which the information or signals will generate only in one direction, from input to output, is the most common neural network architecture. The number of inputs in the process is the same as the number of nodes in the feed forward neural network input layer, whereas the number of output nodes is equal to the number of process output [13]. Every nonlinear continuous function can be approximated by three-layered feed-forward neural network with back propagation algorithm to an arbitrary precision [14].

The network is trained by carrying out optimization of weights for each neurons interconnection and bias term until the estimated values at the output layer neurons are as close as possible to the actual outputs. The mean squared error of the network (MSE) is determined by:

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} (Z_{i}^{\text{pred}} - Z_{i}^{\text{exp}})^2 \] (11)

The data are split into two sets, a training data set and a testing data set. Only training data are employed for producing model. The testing data are utilized to test the model and proves its accuracy. Finding an optimum set of weights is the objective of training a network. When the number of available data is smaller than the number of weights, the error in fitting the non-trained data for some reasons may occur. In each well as the network becomes over trained. In contrast, when the number of data is larger than the number of weights, the over fitting problem is not very significant.

### 4. RESULTS AND DISCUSSIONS

In this study, a hybrid version of Artificial Neural Network and particle swarm optimization (ANN-PSO) method was employed to predict the oil production rate. PSO is used as neural network weight initialization algorithm and the Mean Square Error (MSE) utilized as a cost function for this algorithm. The purpose in the proposed algorithm is minimizing of this cost function. In these simulations, the number of swarms is 70 parameters C1 and C2 are 2.02 and 2 respectively. The number of training and testing data is 150 and 40 respectively. The simulation performance of the ANN-PSO model was evaluated on the basis of mean square error (MSE), root mean square error (RMSE) and efficiency coefficient R2. Tables 2, 3, 4 and 5 give the MSE, RMSE and R2 values for ANN-PSO method based upon different number of neurons in hidden layer, and the most accurate one is selected as the base of our comparison. In each well the best model is found to be fitted on the production history of individual wells. In accordance to the figures of Arps model and those of ANN-PSO modeling, it is clear that in all cases ANN-PSO modeling gives a higher value for R2 (nearer to unity) and consequently less error are taken into consideration by this method of analysis. Based on the figure 2 and 4 for wells 8 and 14, when logarithm of flow rate vs. cumulative production becomes linear, harmonic model will happen. According to the figure 3, the diagnosing (forecasting) model for well 9 is exponential because of the linear relationship in this diagram. Also the R2-value of this well is the minimum one among other well models. Figure 5 illustrates a general hyperbolic model for well 15 which occurs when no linear relation observed. Final ANN-PSO models presented higher R2 values for the training and testing data sets of each well than the Arp well models. Output of ANN-PSO model versus real output for training and testing data sets of wells 8, 9, 14 and 15 are presented in figures 6, 7, 8, 9, 10, 11, 12 and 13 respectively.

### 5. CONCLUSION

Application of artificial intelligence as novel tool in DCA was investigated. Arps decline curve and ANN-PSO models are compared, and the most appropriate approach is introduced for each well in Ramin oilfield. Finally following conclusions are made:

1- A hybrid version of ANN-PSO presents an appropriate result, and it can be recognized as a novel tool and a new
technique for decline curve analysis rather than common model of Arp.

2- It is observed that when we are dealing with exponential model which is highly optimistic, both Arp and ANN-PSO will results in a low value for R2 and consequently a high error would happen.

3- Based on the results of this case study, it is concluded that among different types of Arps model, the harmonic decline is the most common type.
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7. APPENDIX A: STATISTICAL FORMULA
Coefficient of determination:

\[ R^2 = 1 - \frac{\sum_{i=1}^{N} (Z_i^{\text{pred}} - Z_i^{\text{exp}})^2}{\sum_{i=1}^{N} (Z_i^{\text{pred}} - \text{average}(Z_i^{\text{exp}}))^2} \]

(A.1)

Mean squared error:

\[ MSE = \frac{\sum_{i=1}^{N} (Z_i^{\text{pred}} - Z_i^{\text{exp}})^2}{N} \]

(A.2)

Average mean squared error:

\[ RMSE = \left( \frac{\sum_{i=1}^{N} (Z_i^{\text{pred}} - Z_i^{\text{exp}})^2}{N} \right)^{1/2} \]

(A.3)

8. NOMENCLATURE
b  
decline exponent
D_i  
relative decline rate, dimensionless
q  
current surface oil rate of flow, STBD
q_i  
initial surface oil rate of flow, STBD
q(t)  
current oil rate of flow, STBD
q_D  
dimensionless rate
q_Dd  
decline-curve dimensionless rate
t  
flow time, hour
t_D  
dimensionless time
t_Dd  
decline-curve dimensionless time
C_1  
first constant of PSO method
C_2  
second constant of PSO method
r_1  
first random coefficient of PSO method
r_2  
second random coefficient of PSO method
N  
umber of training samples
Z_i^{\text{pred}}  
estimated output
Z_i^{\text{exp}}  
actual output
Table 1. A brief review of Arps decline curve analysis (Gentry, R.W., 1996)

<table>
<thead>
<tr>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decline exponent</td>
<td>Type of decline</td>
<td>Rate-time relationship ( \frac{q(t)}{q_i} )</td>
<td>Rate-cumulative relationship ( \frac{N_p}{q_i} )</td>
<td>( D_i ) relationship</td>
<td>( \frac{N_{pi}}{q_i t} ) relationship</td>
</tr>
<tr>
<td>b=0</td>
<td>Exponential</td>
<td>( \frac{1}{e^{D_i}} )</td>
<td>( \frac{q_i - q}{D_i} )</td>
<td>( \ln\left(\frac{q_i}{q}\right) )</td>
<td>( 1 - \left(\frac{q_i}{q}\right)^{-1} )</td>
</tr>
<tr>
<td>0&lt;b&lt;1</td>
<td>Hyperbolic</td>
<td>( \frac{1}{\left[1+bD_i t\right]^{b}} )</td>
<td>( \frac{q_i - q}{D_i (1-b)} \left(q_i^{1-b} - q^{1-b}\right) )</td>
<td>( \left(\frac{q_i}{q}\right)^{b-1} )</td>
<td>( \left(\frac{b}{b-1}\right) )</td>
</tr>
<tr>
<td>b=1</td>
<td>Harmonic</td>
<td>( \frac{1}{1+D_i t} )</td>
<td>( \frac{q_i \ln(q_i)}{D_i q} )</td>
<td>( \left(\frac{q_i}{q}\right)^{-1} )</td>
<td>( \left(\frac{q_i}{q}\right)^{-1} )</td>
</tr>
</tbody>
</table>

Table 2. MSE, RMSE and R² of ANN-PSO modeling for well 8

<table>
<thead>
<tr>
<th>No Runs</th>
<th>neurons</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R²</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.518</td>
<td>0.0505</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.4901</td>
<td>0.0480</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.5253</td>
<td>0.0492</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.5191</td>
<td>0.0482</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.5893</td>
<td>0.0536</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.527</td>
<td>0.0511</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.5054</td>
<td>0.0370</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.4999</td>
<td>0.0409</td>
</tr>
</tbody>
</table>

Table 3. MSE, RMSE and R² of ANN-PSO modeling for well 9

<table>
<thead>
<tr>
<th>No Runs</th>
<th>neurons</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>R²</td>
<td>MSE</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.4997</td>
<td>0.0500</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.5113</td>
<td>0.0488</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.5211</td>
<td>0.0499</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.5038</td>
<td>0.0547</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td><strong>0.5034</strong></td>
<td>0.0490</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.5176</td>
<td>0.0642</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.5048</td>
<td>0.0449</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.5332</td>
<td>0.0476</td>
</tr>
</tbody>
</table>
Table 4. MSE, RMSE and R² of ANN-PSO modeling for well 14

<table>
<thead>
<tr>
<th>No Runs</th>
<th>neurons</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>MSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.735</td>
<td>0.0497</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.7503</td>
<td>0.0496</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.763</td>
<td>0.0530</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.75</td>
<td>0.0499</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.787</td>
<td>0.0419</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.7713</td>
<td>0.0475</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.7903</td>
<td>0.0503</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.7405</td>
<td>0.0544</td>
</tr>
</tbody>
</table>

Table 5. MSE, RMSE and R² of ANN-PSO modeling for well 15

<table>
<thead>
<tr>
<th>No Runs</th>
<th>neurons</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R²</td>
<td>MSE</td>
<td>RMSE</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0.7512</td>
<td>0.0396</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.8322</td>
<td>0.0377</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>0.8307</td>
<td>0.0361</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>0.8827</td>
<td>0.0312</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>0.828</td>
<td>0.0350</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>0.9022</td>
<td>0.0270</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>0.8553</td>
<td>0.0380</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.9181</td>
<td>0.0250</td>
</tr>
</tbody>
</table>

Figure 1. Type Curves for Arps Empirical Rate-Time Decline Equations in a log-log scale.
Figure 2. $q$ vs. $N_p$ in a semilog diagram showing a harmonic decline for well 8.

Figure 3: $q$ vs. $N_p$ in a Cartesian diagram showing an exponential decline for well 9.

Figure 4. $q$ vs. $N_p$ in a semilog diagram showing a harmonic decline for well 14.
Figure 5. q vs. t (hr) in a semilog diagram showing a hyperbolic decline for well 15.

Figure 6. ANN-PSO output vs. real output for testing data set (Well 8)

Figure 7. ANN-PSO output vs. real output for training data set (Well 8).
Figure 8. ANN-PSO output vs. real output for testing data set (Well 9).

Figure 9. ANN-PSO output vs. real output for training data set (Well 9).

Figure 10. ANN-PSO output vs. real output for testing data set (Well 14).
Figure 11. ANN-PSO output vs. real output for training data set (Well 14).

Figure 12. ANN-PSO output vs. real output for testing data set (Well 15).

Figure 13. ANN-PSO output vs. real output for training data set (Well 15)
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