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ABSTRACT
The exponential growth of internet opened a new platform where people can freely express and exchange their suggestions, ideas and feedback about any product or services. People prefer e-commerce websites to buy or sell products or services and they like to review and analyze the opinions of others while purchasing any product or services. The social-medias, e-commerce websites, review websites, forums, blogs etc. encourage users to share their views, opinions, suggestions and feedback about different aspects that touch their day to day life. This trend lead to a huge accumulation of user generated content on internet. The processing and analyzing this huge unstructured content, which are written in natural language is a challenging task. These factors motivated the development of an opinion mining and sentiment analysis system that can automatically extract, classify and summarize users’ reviews.

The present work proposes a multi-step opinion mining system that involves pre-processing to clean the document, a rule-based system to extract features and a scoring mechanism to tag their polarity. The proposed system can be used for binary as well as fine-grained sentiment classification of user reviews. The proposed technique utilizes fuzzy functions to emulate the effect of various linguistic hedges such as dilators, concentrator and negation on opinionated phrases that make the system more accurate in sentiment classification and summarization of users’ reviews. Experimental evaluation indicates the system can perform the sentiment analysis with an accuracy of 93.85 %.
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1. INTRODUCTION
The exponential growth of internet changed the entire human society. Now internet has become integral part of our life: whether it is for finding valuable information about something or for purchase any product/service or for enrolling in any course or for booking any ticket etc. for everything now we depend on internet. People always prefer e-commerce websites to buy or sell products or services. The social-medias, e-commerce websites, review websites, forums, blogs etc. encourage users to express or exchange their views, opinions, suggestions and feedbacks about different aspects that touch their day to day life. This trend lead to a huge accumulation of user generated content on internet.

Customers, manufactures, policymakers, lawmakers’ etc., everyone can take advantage of these accumulated data by extracting and analyzing it properly. Customers can consider others opinion and experience while purchasing any product or services and they can also compare different competing brands. Manufactures can improve the quality of their product by taking valuable feedback, suggestion and opinions from user reviews of their product and they can also look into strength and weakness of their competitors. Policy makers or law makers can take more citizen friendly policy by considering citizens’ real feeling or desire towards certain government policy or law. But most of these data are written in natural language and are in unstructured nature. These factors make the manual extraction and analysis of this huge content an impossible task. This situation in turn opened a new research area called Opinion Mining and Sentiment Analysis, which automatically extract and classify the sentiments expressed in these contents related to some aspects. The increased popularity of social-medias and micro blogging, and the high commercial importance of summarization of user reviews fuelled much research interest in Opinion Mining and Sentiment Analysis among natural language processing communities [1-8].

Opinion Mining and Sentiment Analysis, an extension of data mining, is a natural language processing and text analytic technique [9] that determines people’s emotion or feeling or attitude towards some topic by processing huge unstructured internet content. Opinion Mining extracts the sentiments or opinions bearing words present in the free text while Sentiment analysis determines sentiment polarity, whether positive or negative or neutral by analyzing each opinionated word or phrase. Sentiment Analysis summarizes the opinion of a writer or speaker about a particular topic and it can be done at word or aspect level, sentence level and document level. Sentiment can be classified by various ways: 1) supervised classification techniques, 2) unsupervised classification techniques and 3) hybrid classification techniques or by combining the above two approaches.

This paper proposes a fine-grained sentiment classification of online product reviews by using unsupervised machine learning technique. It incorporates fuzzy linguistic hedges-modifiers on opinion descriptors. The effect of various fuzzy linguistic hedges on opinion descriptors are emulated by fuzzy functions. The Proposed opinion mining system is multi-step process such as 1) pre-processing step, (2) feature-set generation step and 3) sentiment classification step. The system classifies the reviews into three classes: positive, negative and neutral. The proposed fuzzy function to emulate the effect of fuzzy linguistic hedges on opinionated words gives better accuracy than other contemporary approaches [10 - 12]. Relatively very few studies are conducted which considers the effect of linguistic hedges on opinion descriptors [10 - 13].
The rest of the paper is organized as follows. Related works conducted in this area are surveyed in Section 2 while the proposed fuzzy based opinion mining framework is explained in Section 3. Section 4 discusses the experimental evaluation and the result obtained from the proposed strategy. Finally, Section 5 concludes the paper and gives suggestions for future work in this field.

2. RELATED WORKS

Opinion Mining and Sentiment Analysis involves extraction of sentiment words from user reviews and automatic classification and summarization of sentiments. The sentiment words present in the free text can be identified by considering the following: adjectives or adverbs [14], uni-grams [15] or n-grams [16] with their frequency of occurrence, the POS (parts of speech) tagging of words [17] the negation of words [18]. The automatic text classification can be done through various machine learning techniques. The machine learning technique may be supervised learning technique such as Naive Bayesian [18], support vector machines [19], Artificial Neural Networks [21] or unsupervised learning technique [16, 19, 20] or hybrid approaches [22, 24]. The hybrid methods combine the supervised and unsupervised techniques to yield maximum accuracy in sentiment classification.

However, the classification and summarization of sentiments expressed by the user in the free text or documents is more comprehensive process and it is quite different from simple text mining approaches. It is not an extractive summary or classification of entire documents by simply considering topic-indicative words or phrases. Instead, Sentiment classification involves tasks like generation of semantic feature-set, sentiment words or opinionated word identification corresponding to the features, determination of the semantic polarity orientation of the feature-opinion pairs, and find out overall sentiment by aggregating the mined results [1, 2, 23].

People prefer to write reviews in natural language and in free format. The spelling and grammatical mistakes are quite common. Hence, the documents should be cleaned before processing [23, 25]. Features can be extracted efficiently by using parts-of-speech (POS) tagging [23, 26], it is language-dependent semantic process, and it tags each word by considering its position in the grammatical context. Usually linguistic parsers such as link grammar parser [25, 27] and Stanford parser [23, 36] are used for POS tagging of sentences present in user-generated contents. Various approaches like frequent term identification based on Apriori algorithm [6, 28, 29], seed-set expansion from the initial seed set of features [23, 26], or multi words-based feature extraction [25, 30–32] and rule based feature extraction [17, 33, 34] are adopted for extracting relevant features present in the documents.

Adjectives or adverbs are main indicators of polarity orientation of opinionated phrase. In [35] the authors utilized conjunctions between adjectives as a method for determining orientation of adjectives. In [20, 36] authors proposed word association measures such as PMI (point-wise mutual information) and LSA (latent semantic association) to determine semantic polarity orientation. Another approach is by considering synonyms and antonyms of opinionated word in which first start the polarity determination with an initial known seed list of sentiment words and then gradually expand the seed list by considering synonyms and antonyms from lexical resource like WordNet [37]. Since the semantic orientations of sentiment words are depend closely with its usage, it is not accurate to assign fixed polarity orientation to each sentiment descriptor. Hence, most of the recent researches are utilized SentiWordNet API [38] to determine semantic polarity orientation of opinionated words [12, 25, 33, 34]. The SentiWordNet assigns a score for each sentiment descriptor in the form of a triplet which represents its positivity/objectivity/negativity scores.

The presence of linguistic hedges or modifiers has high impact on determination of semantic orientation of opinionated word [10, 39, 40]. For example, semantic orientation of opinion descriptor “good” is different from “very good” and it is entirely different from “not good”. In second and third cases, there exist modifies: “very” and “not”. In fact, it is changing the semantic orientation of “good” completely. Some authors consider linguistic hedges as modifiers and they showed that it can affect polarity of an opinioned phrase [10, 11]. In [12] a hybrid scoring technique is used which combined SentiWordNet with PMI. Initial sentiment value of opinion descriptor is calculated manually and if any linguistic hedges present then it is adjusted using fuzzy functions. This paper proposed novel fuzzy functions for emulating the effect of fuzzy linguistic hedges on opinionated phrases and this approach yielded better accuracy compared to other contemporary approaches.

3. PROPOSED OPINION MINING FRAMEWORK

This section discusses the design of proposed fuzzy based opinion mining and sentiment analysis system, which automatically extracts features, opinions and linguistic hedges (modifiers) from unstructured user-generates reviews and based on their sentiment orientation, it classifies reviews as “positive reviews”, “negative reviews” and “neutral reviews”.

During sentiment score calculation of opinionated word, it considers the affect of linguistic edges or modifiers on those opinionated words. For instance, “x is good” describes no hedge; “x is very good” describes an intensifying or concentrating hedge and in “x is not good” describes an inverting or modifying hedge.

The cleaned and parsed documents obtained from the preprocessing stage are given to the feature extraction stage. The features extraction stage extract the features by using various rules and the irrelevant features are filtered out by considering frequency of occurrence features. If the max frequency measure of any feature is below the threshold limit then it will be eliminated.

The K-Means clustering algorithm present in the Weka data mining software is used to classify the datasets using the generated matrix from the feature extraction stage which had already been converted into ARFF format as input. The System consists of three major steps as described in Figure 1: pre-processing step, feature selection step, and classification and summarization step. Figure 2 depicts the detailed diagram of fuzzy based opinion mining and sentiment analysis framework. The system used a non-supervised sentiment classification approach for sentiment classification and it is evaluated using dataset of online customer reviews of mobile phones.
3.1 Preprocessing Phase

In order to achieve maximum accuracy in feature extraction process, the noises present in the user generated content should be eliminated [8, 12]. The noises are usually in the form of spelling mistakes, grammar mistakes, mistakes in punctuation, incorrect capitalization, and usage non-dictionary words such as abbreviations or acronyms of common terms and so on. The main reason for this is these reviews are mostly written by non-experts and in short informal texts. After downloading the datasets from internet, the proposed system cleaned the documents by removing the html tags present in the document and it correct spelling errors. The texts are tokenized into tokens and the stop-words are detected and removed. Since words like preposition, digits, articles and proper nouns like name of cell phone etc. are considered as valueless in the sentiment analysis, hence these words are included in the stop word list. The sentences generated in this pre-processing can be parsed automatically by any linguistic parser. The proposed system used Stanford Linguistic parser [41] for POS tagging of each word present in the sentences. POS tagger parses each sentences and tags each term with its part of speech.

3.2 Feature Extraction

The features, modifies/linguistic hedges and opinion words are extracted by applying various rules. The System used six feature selection rules. They are given below:

**Rule-1**: In a dependency relation R, if there exist relationships nsubj(w1,w2) and amod(w2,w3) such that POS(w1) = JJ* and POS(w2) = POS(w3) = NN* and w1, w2 and w3 are not stop-words then (w3 w2) is considered as the feature and w1 as an opinion. Thereafter, the relationships advmod(w1,w4) and neg(w1,w5) are searched. If both exist together then (w5 w4) will be the modifier or if advmod(w1,w4) only exist then the modifier will be w4 or if only neg(w1,w5) exist then modifier will be w5.

**Rule-2**: In a dependency relation R, if there exist relationships nsubj(w1,w2) and appos(w2,w3) such that POS(w1) = JJ* and POS(w2) = POS(w3) = NN* and w1, w2 and w3 are not stop-words then (w3 w2) is considered as the feature and w1 as an opinion. Thereafter, the relationships advmod(w1,w4) and neg(w1,w5) are searched. If both exist together then (w5 w4) will be the modifier or if advmod(w1,w4) only exist then the modifier will be w4 or if only neg(w1,w5) exist then modifier will be w5.

**Rule-3**: In a dependency relation R, if there exist relationships nsubj(w1,w2) and amod(w2,w3) such that POS(w1) = POS(w3) = JJ* and POS(w2) = NN* and w1, w2 and w3 are not stop-words then (w3 w2) is considered as the feature and w1 as an opinion. Thereafter, the relationships advmod(w1,w4) and neg(w1,w5) are searched. If both exist together then (w5 w4) will be the modifier or if advmod(w1,w4) only exist then the modifier will be w4 or if only neg(w1,w5) exist then modifier will be w5.

**Rule-4**: In a dependency relation R, if there exist a such that POS(w1) = VB* and POS(w2) = POS(w3) = NN* and w1, w2 and w3 are not stop-words then (w3 w2) is considered as the feature and w1 as an opinion. Thereafter, the relationships advmod(w1,w4) and neg(w1,w5) are searched. If both exist together then (w5 w4) will be the modifier or if advmod(w1,w4) only exist then the modifier will be w4 or if only neg(w1,w5) exist then modifier will be w5.

**Rule-5**: In a dependency relation R, if there exist relationships nsubj(w1,w2), dobj(w1,w3) and amod(w3,w4) such that POS(w1) = VB* and POS(w2) = POS(w3) = POS(w4) = NN* and w1, w2, w3 and w4 are not stop-words then (w4 w3) is considered as the feature and w1 as an opinion. Thereafter, the relationships advmod(w1,w5) and neg(w1,w6) are searched.
If both exist together then (w6 w5) will be the modifier or if advmod(w1,w5) only exist then the modifier will be w5 or if only neg(w1,w6)exist then modifier will be w6.

Rule-6: In a dependency relation R, if there exist relationships amod(w1,w2) and amod(w1,w3) such that POS(w1) = JJ* and POS(w2) = POS(w3) = NN* and w1, w2 and w3 are not stop-words then (w3 w1) is considered as the feature and w2 as an opinion. Thereafter, the relationships advmod(w2,w4) and neg(w2,w5)are searched. If both exist together then (w5 w4) will be the modifier or if advmod(w2,w4) only exist then the modifier will be w4 or if only neg(w2,w5)exist then modifier will be w5.

3.2.1 Feature Filtering
The features, modifiers and opinions <F,M,O> collected using the above rules again filtered out by applying a threshold frequency limit. If the feature occurrences are below the specified threshold limit then it will be ignored. System used a threshold frequency of 3 for eliminating irrelevant feature.

3.2.2 SentiWordNet Score Calculation
The score of each opinionated word is calculated using SentiWordNet database. In order to find the corresponding score opinionated term and its part-of-speech is required. A score of zero is assigned to those terms that are not present in the SentiWordNet. For instance, happy: a: 0.2881 where happy is opinionated word and a represents adjective.

3.2.3 Fuzzy Functions to Adjust SentiWordNet Score
In order to emulate the effect of linguistic hedges on opinionated word, various fuzzy functions are used. If any modifier or linguistic hedges associated with any opinionated word, then its SentiWordNet score is adjusted with novel fuzzy functions. Let score S be the score of the opinionated word then,

1. If there is no modifier or linguistic hedge exist then
   \[ \text{adjScore} = S \]
2. If the modifier or linguistic hedge is negator such as not, never etc. then
   \[ \text{adjScore} = 1 - S \]
3. If the linguistic hedge is a dilator such as somewhat then
   \[ \text{adjScore} = 1 - (\sqrt[3]{1 - S}) \]
4. If linguistic hedge is concentrator such as very, extremely then
   \[ \text{adjScore} = 1 - (1 - S)^2 \]
5. If the modifier or linguistic hedge is a combination of 2 and 3 then
   \[ \text{adjScore} = \sqrt{S} \times (1 - S) \]
6. If the modifier or linguistic hedge is a combination of 2 and 4 then
   \[ \text{adjScore} = S^2 \times (1 - S) \]
3.2.4 Feature-wise Total Score Calculation

The SentiWordNet score calculated in the previous step is utilized for feature wise SentiWordNet score calculation. Feature wise SentiWordNet score is calculated by using the following equations:

\[ P_s = \sum_{i=1}^{n} S_i^+ \]  
\[ N_s = \sum_{j=0}^{m} S_j^- \]  

Where \( n \) is total number of features having positive SentiWordNet score, \( m \) is total number of features having negative SentiWordNet score, \( S^+ \) is positive SentiWordNet score of the opinion, \( S^- \) is negative SentiWordNet score of the opinion, \( P_s \) is total positive SentiWordNet score of the feature \( S \) and \( N_s \) is total negative SentiWordNet score of the feature \( S \). Total SentiWordNet score is calculated using the equation 3.

\[ T_s = P_s - N_s \]  

Based on the total score calculated in the previous step, the features are segregated as positive features and negative features.

Using the negative and positive attributes obtained from the previous step, a feature matrix is created for the testing dataset that is an \( n \) by \( m \) matrix where \( n \) represents the total number of documents and \( m \) the total number of terms or attributes in the entire dataset. This matrix has a unique id for each term stored as the attribute heading and an id for each document stored as rows. At the intersection of each column and row is the score of the term i.e., if the particular positive term contains in the document, its score will be 1. Similarly if any negative terms exist in the document then its value will be -1.

3.3 Sentiment Classification Step

For classifying the documents, System applied a SimpleKMeans Clustering Algorithm, which is a part of Weka Data Mining software. The ARFF file generated using the previous step output is given as input to the clustering algorithm.

4. EXPERIMENTAL EVALUATION AND RESULT

This section presents the results of experimental evaluation of the system. The system is evaluated using a dataset of over 2500 user-generated reviews of smart phones (downloaded from www.cs.uic.edu/~liub/FBS/CustomerReviewData.zip and www.cs.uic.edu/~liub/FBS/Reviews-9-products.rar ). System used 35% of the review database as training set and 65% as the test set. The working of the system can be summarized as follows:

- Firstly, as explained in Section 3.1, the documents are cleaned by removing the html tags present in the document and by correcting spelling errors. The texts are then tokenized into tokens and the stop-words are detected and removed. Stanford Linguistic parser is used for POS tagging of each term.
- By applying the six rules defined in Section 3.2, the features, opinions and modifiers are extracted. By applying a threshold frequency limit of 3, the irrelevant terms are filtered out. The polarities of extracted opinions are calculated using SentiWordNet API against each feature. If any linguistic hedge associated with the opinionated word the scores are re-calculated using the equations given in the Section 3.2.3.

![Figure 3: A feature-wise polarity orientation summary](image-url)
According to each feature, the adjusted scores of opinionated words are examined and the max functions (equations 1 and 2 in the Section 3.2.4) are applied to calculate the total positive and total negative score of the each feature. By using equation 3, features are grouped them into positive features set and negative features set.

A feature-wise polarity orientation summary is generated from the negative and positive feature sets obtained in the previous step. A graphical representation of this summary is shown in Figure 3.

Finally, the whole documents are classified using SimpleKmeans clustering algorithm, which is a part of WEKA data mining software, as explained in Section 3.3. This unsupervised clustering algorithm classified the given document into 3 categories: “positive”, “negative”, and “neutral” reviews as shown in Figure 4. Table 1 depicts the overall system performance while evaluating system with 2500 user-generated reviews of smart phones.

![Classification of Reviews](image)

**Figure 4: Classification of reviews of smart phone**

<table>
<thead>
<tr>
<th>Measures</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>43</td>
</tr>
<tr>
<td>FP</td>
<td>18</td>
</tr>
<tr>
<td>TN</td>
<td>445</td>
</tr>
<tr>
<td>FN</td>
<td>14</td>
</tr>
<tr>
<td>Precision (%)</td>
<td>70.49</td>
</tr>
<tr>
<td>Recall (%)</td>
<td>75.45</td>
</tr>
<tr>
<td>F1-measure (%)</td>
<td>72.88</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>93.85</td>
</tr>
</tbody>
</table>

As shown in Table 1, the system achieved 70.49% precision and 75.45% recall. The recall value is greater than precision indicates that the system recognized correct feature-opinion pairs. System yielded 93.85% accuracy in the feature-opinion extraction process. System yielded 93.85% accuracy in the feature-opinion extraction process. The system achieved an accuracy of 75.51% while classifying reviews using SimpleKMeans clustering algorithm.

5. CONCLUSION AND FUTURE WORK

Experimental results show that, the system performs very well in sentiment classification of user reviews with high accuracy. The implemented fuzzy functions to emulate the effect of various linguistic hedges such as dilators, concentrator and negation on opinionated phrases help the system to achieve more accuracy in sentiment classification and summarization of users’ reviews.

As future work of this research, we can refine rule set to extract more dependency relations from datasets and that will help to improve the precision and recall values of the system. From the analysis of review documents, it was observed that most of the reviewers do not follow the grammatical rules while writing reviews due to which the parser fails to assign correct POS tag. It in turn fails the system from defining correct dependency relations between word pairs. If the system able to correct all the spelling and grammatical errors present in the review documents in the pre-processing step itself that will definitely improve the recall value of the system.

The system used SentiWordNet as a source of information for determining term orientation. It is a good idea to use SentiWordNet with other scoring measures to arrive at better scores for terms. It will surely generate a better score and will make up for the inaccurate scores generated sometimes from the SentiWordNet. From the analysis of review document, it was also realized that many review documents contain junk sentences, which opens a new area of research called review spam analysis. The other thing noted in the review documents was users generally prefer to express their emotions and feeling in short sentences and in abbreviations, hence the research should be carried out in that direction as well.
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