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ABSTRACT
There has been rapid improvement in the ability to construct software systems, firstly by developing reliable hardware and second by developing effective process oriented methodologies. However there has been a lack of emphasis in people component of software engineering. This paper examines the human component and brings out interesting patterns for enhancing human performance. IT companies are constantly reaching out to find ways for software success and quality and innovations for having a competitive edge over other companies. It has been found that human aspects seem to dominate the most expensive project failures. Therefore Human Aspect of Software Engineering has emerged as a new dimension in software engineering in recent years. IT industry have a large set of data having precious information related to project personnel. Data mining technique has the ability to discover knowledge from this unexplored data. In this paper, data mining techniques particularly Bayesian classification method is applied on the data related to team members of a software company to help an organization to find the right project personnel who will contribute largely to project success by performing well. This study will help the organization to reduce the failure ratio of software to a significant level and enhance the quality of the software by deploying the right person at the very start of all software process.
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1. INTRODUCTION
Human aspect of software engineering has become one of the main concerns in software companies to achieve quality objectives. Also software companies have to struggle effectively in terms of cost, quality, service or innovation. The success of these tasks depends on having right people with the right skills. Software development has been discussed as existence of mutually cohesive triangle of software, process and people [13]. For all process of software development, people are the driving force and therefore there is a need to focus on human aspect of software engineering. Right people have been identified as success factor for most industries [16]. Human talent is considered as the capability of any individual to make a significant difference to the current and future performance of the organization and thereby enhance success and fulfill quality objectives [19]. Software companies are now paying attention to select the right talent who can perform consistently throughout all generic framework activities and execute the process properly. A proper system to evaluate the human performance still remains unexplored and not much related work has been done to analyze the human talent. They are attempting to build a proper evaluating system for the same using various methods like expert system and other decision support systems. Various companies have different yardstick of deploying project personnel which they are following without proper validations. Therefore they failed to achieve the quality standards and gain profits [11]. Companies started scrutinizing the past data to find the reasons. In any organization, past experience plays a key role in improvement and management of the new project. Effective project management depends on how well this experience is captured and organized to enable learning and reuse[10]. There is enormous data stored in software industry databases which can be reused. These database have a lot of knowledge embedded within which can be extracted by various methods like statistical, numerical analysis and data mining techniques [14]. Further rules can be extracted and a expert system for performance prediction can be derived [12]. These methods can be applied for decision making for the betterment of the projects by providing a parametric analytical approach which were earlier running on assumptions [15]. To derive knowledge by means of data mining, there are various techniques such as: classification, clustering, association, decision tree, neural network etc. Classification is the most familiar and popular data mining technique. Predictive classification is a method of classifying an attribute or a set of attributes or features into one of a set of possible classes based on historical data[2]. Predictive classification is a supervised machine learning method. This study aims to analyze previous project data and predict the performance of a new candidate with similar attributes in a new project. The properties used to classify the performance are called attributes of the project personnel. The classes of performance have been derived by software project managers into good, average and poor performance which are discrete values. The classification technique applied to the training set is Bayesian classification. The implementation of the model produced information about high potential attributes of team members during software development. Based on the findings, software industry can refocus on human talent factors. In this connection, the objectives of the present investigation were framed so as to derive a mathematical method for performance analysis:

The further sections will deal with related work of data mining in various domains including software engineering and human resource in other industry, Bayes theory, research methodology with application of Bayesian classification model to the data and thereafter the conclusion.

2. RELATED WORK
The increasing demand of software has led to continual research in the areas of quality assurance and effective project management with the new dimension of the science called software engineering[18]. Along with quality of product, software companies are also looking for innovations in their products for having a competitive edge over other companies.
Therefore they are looking for methods for decision making in various aspects of software engineering and management. Data mining has been used for many aspects of software projects like defect prediction and thereby prevention, test analysis and improvement, code optimization etc[4]. Data mining results in decision through methods and not assumptions. In [6] authors have conducted an empirical study for selection criteria for software industry by introducing a knowledge based decision tree algorithm. It was found that though academic performance was given importance by most of software company, talents like programming and reasoning skills contributed largely to performance in software companies. Depending on few selected attributes related to employee, the model could predict their performance. Some of these attributes which were considered by authors of [3] were personal characteristics, educational and professional attributes. As a result for their study, they found that employee performance is highly affected by education degree and experience.

The authors in [5] worked for finding factors that affect the performance at work place. They mainly studied on work conditions along with position of the employee. They used various data mining methods in WEKA environment. WEKA tool supports most data mining methods. By applying various data mining techniques they found that factors such as position of the employee in the company, working conditions and environment affected the performance of the employee. In most of the studies done earlier academic performance did not yield clear relationship with the performance. In this study too Bayesian classification showed that other talent factors contributed largely to work performance rather than academic performance. The further sections will deal with theory and application of bayes classification.

3. BAYESIAN CLASSIFICATION

Predictive modeling is the process by which a model is created to try to best predict the probability of an outcome. This model is chosen on the basis of detection theory by calculating the probability of an outcome given a set amount of input data [9]. Classification is a predictive data mining technique which makes prediction using historical data. Predictive models can predict class membership of a variable given known values of other variables. Classification maps data into predefined groups or classes. It is referred to as supervised learning because the classes are determined before hand by examining the data by expert or many experts of that domain[17].

Bayes classification in pattern recognition and data mining methods has been developed based on Bayes rule of conditional probability. Bayes classification is statistical classifier. Bayes rule is a technique to estimate the likelihood of a property given the set of data as input also called evidence or measurement made on attributes[1]. The approach is called “naïve” or class conditional independence. Naïve Bayes classification is both a descriptive and a predictive type of algorithm[8]. The probabilities are descriptive since it represents the dependencies among subset of attributes. Further the result is used to predict the class membership for a target tuple with certain values of the attributes. Therefore it is predictive too. The naïve Bayes approach is simpler to use because it works in small or large training data set with accuracy.

The Bayesian decision making refers to choosing the most likely class, given the value of the features or attributes. The probability of class membership are calculated from the bayes’ theorem. Bayes theorem is explained below:

If the tuple X is denoted by vector(x1, x2, ..., xd) and class of Ci ,given the probability P(Ci) and P(X|Ci) which denotes the prior probability that the random sample is a member of class Ci and P(X|Ci) is the conditional probability of obtaining attribute values X given the sample is from Ci. Our goal is to estimate the probability that a sample tuple belongs to class Ci , given that it has attribute values X. The probability is denoted by P(Ci|X) which can be calculated according to (3.1) as stated by bayes theorem.

If there are k classes and d attributes then probability of the attribute vector is denoted by equation 3.1.

\[
P(X_{1}, ..., X_{d}) = \sum_{j=1}^{k} P(C_{j}) P(X_{1}, ..., x_{d}|C_{j}) \]  (3.1)

which can be computed assuming the naïve assumption that each attribute is independent within the class by equation 3.2

\[
P(X_{1}, ..., x_{d}|C_{j}) = P(x_{1}|C_{j})P(x_{2}|C_{j})...P(x_{d}|C_{j})\]  (3.2)

Then by bayes theorem the conditional probability that a tuple with attributes values x1,x2,...xd belongs to class Ci is denoted by equation 3.3

\[
P(C_{i}|x_{1},...,x_{d}) = \frac{P(C_{i})P(x_{1}|C_{i})P(x_{2}|C_{i})...P(x_{d}|C_{i})}{\sum_{j=1}^{k} P(C_{j})P(x_{1}|C_{j})P(x_{2}|C_{j})...P(x_{d}|C_{j})} \]  (3.3)

The Derivation of bayes' classification is thus written as mentioned below:

D : Set of tuples
Each Tuple is an ‘d’ dimensional attribute vector
X : (x1,x2,x3,..... xd)
Let there be ‘k’ Classes : C1,C2,C3...Ck
Naive Bayes classifier derives and predicts X belongs to Class Ci if

\[P(C_{i}|X) > P(C_{j}|X)\] for 1 <= j <= k, j <> i

Maximum Posteriori Hypothesis is given by equation 3.4

\[P(C_{i}|X) = P(X|C_{i})P(C_{i}) / P(X)\]  (3.4)

Bayes classification aims to Maximize P(X|C_{i})* P(C_{i}) as P(X) is constant.

With many attributes, it is computationally expensive to evaluate P(X|Ci), therefore with Naïve Assumption of “class conditional independence” the computations are made. The final derived equation with the naïve assumption of class independence is given by equation 3.5 and 3.6.

\[P(X|C_{i}) = \prod_{i=1}^{d} P(X_{i}|C_{i})\]  (3.5)

\[P(X|C_{i}) = P(x_{1}|C_{i}) * P(x_{2}|C_{i}) * ... * P(x_{d}|C_{i})\]  (3.6)

In this study X is the attribute vector of the project personnel having d attributes with values x1, x2,..,xd. There are three classes: C1- good, C2- average and C3-poor for performance.
This study aims at finding through Bayesian classification, attribute value X which gives highest probability in the respective classes as per equation 3.6.

Further sections will deal with details about data, attributes and application of Bayesian model on the data.

4. RESEARCH METHODOLOGY

The objective of this study is to find a suitable technique for making the best decision for deploying the right candidate for a particular software project. The project is short duration and web based application which demands innovations by project personnel for competing with similar applications by other software companies.

Problem statement

The hypothesis can be stated as

Hypothesis- There is a clear and directly proportional relationship between project personnel profile and project success thereby contributing to company profits.

Constraints of the hypothesis- This study can be applied to projects which deal with C/C++ or similar programming language.

The research method or technique used is Bayesian classification to find the high potential attributes for good performance. The steps involved in developing the study is shown in Fig 1.

![Fig 1-Research Framework](image)

After defining the problem objectives, the next task was gathering and pre processing the data.

Data preparation

The next task to accomplish the problem statement was to collect data. Data was obtained from a software company for a project of tenure 2 years with a team of 40 members.

Data came from various sources like personal data of employee, questionnaire given to project leaders as well as project personnel, human resource department and training and placement cell. Many attributes related to personal, educational and family background were taken during data collection. But important attributes without gender, social and economic discrimination were taken for building the model in this study. Human related attributes are very complicated and thus those attributes were taken on which quantitative approach could be employed in practice. The list of attributes with description is given in Table 1.

### TABLE 1. Software Project Personnel Attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
<th>Discrete Attribute Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPA</td>
<td>General percentile aggregate</td>
<td>good, average, poor</td>
</tr>
<tr>
<td>DKA</td>
<td>Domain knowledge assessment</td>
<td>Poor, Average, Good</td>
</tr>
<tr>
<td>PS</td>
<td>Programming skills</td>
<td>Poor, Average, Good</td>
</tr>
<tr>
<td>GP</td>
<td>General Proficiency</td>
<td>Poor, Average, Good</td>
</tr>
<tr>
<td>CS</td>
<td>Communication skills</td>
<td>Poor, Average, Good</td>
</tr>
<tr>
<td>TE</td>
<td>Time efficient</td>
<td>yes, No</td>
</tr>
<tr>
<td>RS</td>
<td>Reasoning skills</td>
<td>Poor, Average, Good</td>
</tr>
<tr>
<td>P</td>
<td>Performance</td>
<td>Poor, Average, Good</td>
</tr>
</tbody>
</table>

For this investigation, the possible values for some of the variables were defined as per company yardsticks by their experts into good, average and poor.

Sample data tuples are shown in Table 2

### Table 2: Subset of Training Data Set

<table>
<thead>
<tr>
<th>S.No.</th>
<th>GPA</th>
<th>DKA</th>
<th>PS</th>
<th>TE</th>
<th>CS</th>
<th>RS</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Yes</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>2</td>
<td>Good</td>
<td>Good</td>
<td>Average</td>
<td>No</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>3</td>
<td>Good</td>
<td>Good</td>
<td>Average</td>
<td>No</td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>4</td>
<td>Good</td>
<td>Average</td>
<td>Good</td>
<td>Yes</td>
<td>Good</td>
<td>Good</td>
<td>Average</td>
</tr>
<tr>
<td>5</td>
<td>Good</td>
<td>Average</td>
<td>Average</td>
<td>Yes</td>
<td>Good</td>
<td>Good</td>
<td>Average</td>
</tr>
<tr>
<td>6</td>
<td>Good</td>
<td>Poor</td>
<td>Poor</td>
<td>No</td>
<td>Average</td>
<td>Average</td>
<td>Poor</td>
</tr>
</tbody>
</table>

The values were clustered and preprocessed accordingly to get good and equally partition set of data so that computations can be done easily by applying our technique. However with continuous values of attributes bayes’ classification can be applied by using gaussian distribution. Computations are lengthy but simple[9]. For continuous valued attribute a Gaussian distribution with a mean \( \mu \) and standard deviation \( \sigma \) is taken. Further it is applied to bayes’ theorem as in equation 4.1 and 4.2

\[
g(x_i, \mu_i, \sigma) = \frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{(x_i - \mu_i)^2}{2 \sigma^2}}
\]

\[
P(x_i | C_i) = g(x_i, \mu_{C_i}, \sigma_{C_i})
\]

where \( \mu_{C_i} \) is the mean, \( \sigma_{C_i} \) is the standard deviation, of the values of attribute \( x_k \) for training tuples of class \( C_i \).

The data has been converted into a matrix format. For output class i.e C1(good) there were 13 tuples, 13 for C2(average) and 14 for C3(poor). Therefore the probability \( P(C_i) \) is approximately same for the training set which makes computations more simpler. Table 3 shows the output from processed data after applying Bayesian classification. The high probability values are highlighted.
Implementing bayes' classification and results

Given a training set the naïve Bayes algorithm first estimates the prior probability \( P(C_j) \) for each class by counting how often each class occurs in the training data. Out of 40 records, there were 13 for class good, 13 for average and 13 for poor. Therefore

\[
P(C_1=\text{good}) = \frac{13}{40} = .325
\]

\[
P(C_2=\text{average}) = \frac{13}{40} = .325
\]

\[
P(C_3=\text{poor}) = \frac{14}{40} = .35
\]

In this training set \( P(C_j) \) are approximately same for each class. For each attribute value, \( x_i \) can be counted to determine \( P(x_i) \). Similarly the probability \( P(x_i|C_j) \) can be estimated by counting how often each value occurs in the class in the training data divided by number of instances for \( C_j \) for that attribute. Therefore for a attribute GPA , \( P(x_{\text{good}}|C_{\text{good}}) = \frac{4}{13} \). Similarly for all attributes the data has been segregated accordingly for application of bayes classification as shown in table 3. Table 4 shows high probabilities attributes obtained from the model.

The results obtained from bayes classification method are shown in table 4.

The result clearly depicts the classification of attributes with a particular value with performance classes. Table 4 infers the classification results by depicting the high potential attributes. For example if a candidate is having PS good then the probability of his performing good is high. Similarly if his PS is average then probability of his performance to be average is very high. If the attribute value for PS is poor then there is high probability that his performance is poor. The next attribute to show high probability is RS. If RS is good then there is high probability that performance is good and if RS is poor then performance is having high probability to be poor. After RS, DKA showed that if DKA is average then it can be predicted that performance will be good or average. GPA and CS did not show any impact on performance. However TE showed mixed performance. When TE was YES, performance could be good or average. However a personnel who was not time efficient did not perform well. The highest potential attributes for project personnel were PS and RS for a software industry developing their products in C/C++. Table 4 shows the attribute vector \( X \) which has yielded maximum probability. It shows that if PS and RS are good and Time Efficient Yes, and with other attributes having average values too it gives very high probability for good performance. Therefore PS and RS have proved to be dominating attributes for a project personnel working in a software company which produces products in C/C++ platform.

| Attribute | Attributes | Probability P(X|C) |
|-----------|------------|------------------|
| GPA       | Good       | 0.3076923        |
|           | Average    | 0.4615385        |
|           | Poor       | 0.2307692        |
| PS        | Good       | 0.9230769        |
|           | Average    | 0.0769231        |
|           | Poor       | 0.000000         |
| DKA       | Good       | 0.3846154        |
|           | Average    | 0.6153846        |
|           | Poor       | 0.0769231        |
| CS        | Good       | 0.3846154        |
|           | Average    | 0.6153846        |
|           | Poor       | 0.0769231        |
| RS        | Good       | 0.6923077        |
|           | Average    | 0.3076923        |
|           | Poor       | 0.000000         |
| TE        | Yes        | 0.6923077        |
|           | No         | 0.3076923        |

Table 4 - High Probability Attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>Good</td>
</tr>
<tr>
<td>DKA</td>
<td>Average</td>
</tr>
<tr>
<td>CS</td>
<td>Average</td>
</tr>
<tr>
<td>RS</td>
<td>Good</td>
</tr>
<tr>
<td>TE</td>
<td>Yes</td>
</tr>
</tbody>
</table>
With the above results, this study has accomplished the application of Bayesian classification with the objective of finding the talent matrix related to good performance and thereby enhance project quality. Thus, the useful information or patterns which the classifier has extracted can be further summarized into rules for decision support system. The discovered knowledge from bayesian classification can be the basis for human management in software companies. It can be used to improve human resource management activities of a software industry.

Table 5- Visualization of classification results

Table 5 depicts the visualization of bayesian classification on human talent. Clearly it shows that PS is a attribute which shows high correlation with performance. For a attribute value within a class say good , the table should show maximum probability for that class . For example if the attribute value is good for PS, the outcome should be such to have a bar with more of blue color. A attribute which shows mixed color bar depicts that it does not have any significant impact on the performance. GPA has shown mixed results therefore it is an attribute of no significance.

5. CONCLUSIONS

The aim of the paper was to investigate the predictive capabilities of bayesian classification system for performance analysis of software team members. For quality software products, software companies are looking for accurate and parametric methods for most activities during development. Data mining have given interesting patterns for most process like code optimization, quality assurance etc. This study has used, Bayesian classification method to predict the performance of the project members on the basis of few personal attributes. Historical data was taken from the previous project and applied to data mining technique for identifying those attributes in a project personnel that will contribute towards good software quality and increase the company profitability factors. The classification model clearly showed the attributes which had high probability for good performance. This study will help the software company to improve the development of software by choosing the right talent at the very start of the project. Furthermore, this study can also be applied to other jobs and other industry with other attributes be it discrete or continuous to find the right talent to enhance human capital. This study has shown that software success greatly depends on certain skills of the project member rather than marks obtained in institutions. Though academic performance may be low or average but innovative mind , good programming concepts and aptitude have got significant impact on performance. The proposed data mining approach for performance analysis of project personnel will help the software company to improve the software process and thereby decrease the failure ratio of software.

Software companies which were following the old criteria of good academic scores and experience have achieved better results by following the human centric rules derived in this paper. They could attain much higher quality along with innovations in their products by deploying the right skill according to talent matrix at the very start of the project.

Further study can be done by collecting other possible input variables such as experience, passion for working in that field, type of school and college, position in the company, working condition etc. Taking such factors and seeing the impact of these on a performance can be future scope of this study.
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