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ABSTRACT 

One way to improve accuracy of a classifier is to use the 

minimum number of features. Many feature selection 

techniques are proposed to find out the most important 

features. In this paper, feature selection methods Co-relation 

based feature Selection, Wrapper method and Information 

Gain are used, before applying supervised learning based 

classification techniques. The results show that Support vector 

Machine with Information Gain and Wrapper method have the 

best results as compared to others tested. 
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1. INTRODUCTION 
In recent research, use of machine learning techniques in data 

mining has increased. This task of knowledge discovery with 

the help of a machine learning technique called as supervised 

learning. In supervised learning class labels are assigned to 

each and every tuple in training data, this labeled training data 

is used for deriving a function [1, 2]. This function further can 

be used for mapping new example. When feature selection is 

applied before supervised learning it increases the accuracy of 

classification. 

In feature selection, selection of most distinct feature is done. 

The goal of this technique is to remove redundant and 

irrelevant features [3, 4]. Due to this dimensionality of the 

original data set is reduced which results in the efficient 

performance of the classifier. When features are selected 

before applying data mining algorithm using some 

independent approach it is called as Filter method for feature 

selection. In Wrapper approach, best subset of features is 

selected targeting data mining algorithm. In this paper, both 

approaches are used for selecting a subset of the feature. 

Impact of feature selection for supervised learning can be 

analyzed by comparing performance of different classification 

methods. 

Naive classifier uses statistical as well as a supervised 

learning method for classification. It is based on application of 

Bayes theorem with naive independence assumptions. J48 is 

used C4.5 decision tree for classification which creates a 

binary tree. Decision trees are constructs using greedy 

technique and it uses reduced error pruning. Support Vector 

Machine (SVM) algorithm is based on statistical learning 

theory. It shows decision boundary, using a subset of training 

examples called as “support vectors”. The core concept 

behind SVM is a maximum margin hyperplane, which 

guarantees maximum separation between two or more classes. 

The rest of this paper is organized as follows. Section 2 gives 

brief idea about different feature selection techniques. Section 

3 includes an overview of methodology and data sets used for 

classification. Section 4 deals with the experimental results. 

Section 5 includes conclusion with its future scope. 

2. FEATURE SELECTION METHOD 
Feature selection is one of the dimensionality reduction 

technique used in data mining. It is often used as data 

preprocessing method before applying to any classification 

algorithm. This reduces high dimension data by selecting 

useful attributes only. Redundant and irrelevant features are 

omitted while doing feature selection. There are three 

standard approaches: Embedded, Filter and Wrapper. In the 

embedded approach algorithm, it decides which approaches 

are used. A wrapper approach uses target learning algorithms 

to find relevant feature subset, while in filter approach 

features are selected before applying a learning algorithm. In 

this paper, wrapper and filter (Information Gain (IG) and 

Correlation Feature Selection (CFS)) approaches are used in 

experiments. 

2.1 Correlation Feature Selection 
The Correlation Feature Selection (CFS) method selects a 

subset of features which are highly co-related to class [5]. In 

each subset attribute are selected by considering the degree of 

redundancy between them and predictive ability of each 

individual feature. A function that evaluates best individual 

feature is: 

          
      

               

 

Where, Merit is the heuristic merit of feature subset S 

containing K feature, crfc is the average feature class co-

relation and crff is average feature-feature co-relation. The 

numerator shows the predictive ability of features and the 

denominator indicates the degree of redundancy between the 

features. 

2.2 Information Gain (IG) 
Information Gain [6] calculates the entropy value (i.e. how 

much information it is giving), for each feature. Entropy is a 

measure of the uncertainty associated with a random variable. 

With the help of this value we can determine most useful 

feature for classification. Higher the entropy value, the feature 

contains more information. As the data become purer, the 

entropy value becomes smaller. If the target attribute can take 

on k different values, then the entropy of the feature relative 

to this k - wise classification is defined as: 
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Where, Pc is a proportion of S belongs to class c. As encoding 

length is measured in bits logarithm has its base 2. 

                     
where, a is variable value. 

The above equation calculates Information Gain that training 

example S obtains from observation that a random variable V 

takes some value a. 

2.3 Wrapper Method 
The wrapper is technique for selecting best subset of features 

using a specific classification algorithm [7]. The difference 

between embedded and the wrapper approach is that the 

wrapper has internal cross validation while embedded is not 

having. It uses a targeted data mining algorithm as a black box 

to select a best feature subset. This method takes into account 

feature dependencies while searching and building a model. 

The evaluation function used here is five-fold cross 

validation. The search is conducted using possible parameters. 

The goal of search method is finding the state which is having 

maximum evaluation. In this experiment best first search 

method is used.  

3. METHODOLOGY USED 
Fig.1 illustrates the overall flow of the experiment. First, 

classification results are noted without doing any kind of 

feature selection techniques (Co-relation based Feature 

Selection, Wrapper, and Information Gain) on data sets. Then, 

using three feature selection techniques, separate feature 

subsets are chosen for each technique. The selected features 

are passed to the classifiers and results are noted. 

In this paper, Naïve Bayes (NB), J48 and Support Vector 

Machine (SVM) classifiers are used for the classification of 

different data sets (Iris and Glass). The data is preprocessed 

by using different feature selection techniques, namely, IG, 

Wrapper and CFS. 

3.1 Naive Bayes 

The Naïve Bayes classifier is based on Bayesian probability 

model. If a class is provided, Naïve Bayes classifier assumes 

that the value of one feature is independent of any other 

feature [8, 9]. It is based on the mathematical principle of 

Conditional probability. If n attributes are given, independent 

assumptions made by the Naïve Bayes classifier is 2n!. A 

Conditional probability model for above classifier is given as: 

P ( Ci | x ) 

 
Fig 1: System Architecture 

where, Ci is the ith class and x is input vector. 

In this case, class variable C is conditional on several features 

                    variable x = x1,……….., xn 

Using Bayes theorem equation (1) can be written as: 

           
                

    
 

Constructing a classifier from probability model: 

For classification purposes Naïve Bayes classifier combines 

above model with decision rule. The commonly used rule is 

the maximum a posteriori or MAP decision rule. This rule 

selects the hypothesis which is most probable.  

3.2 J48 
In WEKA data mining tool J48 is implementation of C4.5 

algorithm [10, 11]. C4.5 builds decision trees with the help of 

information entropy. At every node of the tree, attribute is 

selected which is most effectively splitting itself into multiple 

subset. Splitting is done based on Information Gain (IG) 

value. For decision making, the attribute with highest 

normalized IG is used. This algorithm has the limitation of 

handling numeric data only. 

3.3 Support Vector Machine 
It is a classification technique based on statistical learning 

theory (SLT) [12]. It uses support vectors [13] to represent 

decision boundaries. It finds number of support vectors that 

represent the training data. The only portion of data is used to 

train the model. The SVM [14, 15, 16, 17, 18] is originally 

designed for binary classification. The multiclass 

classification problem can be solved by the serial combination 

of binary classifier. Linear classification requires mainly 

largest classification interval, i.e. maximum margin 

hyperplane [19] as shown in Fig.2. 
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Fig 2: Basic idea for SVM 

 
Maximum margin hyperplane can be obtained by minimizing 

the following function: 

     
 

 
          

Subject to:  I (w * xI + b) ≥ 1,      I = 1,2,3,……………..,n  

 

          
 

 
                                 

 

   
 

where, λi is Lagrange multiplier 

Problem having non-linear decision boundary can be solved 

by transforming data from original co-ordinate space into a 

new space ø(x) to solve it as a linearly separable case.  

This transforms space has the following form of linear 

decision boundary: 

w. ø(x) + b = 0 

Mapping is done by introducing kernel function K. It is the 

dot product of two vectors xi and xj as shown below: 

K(xI, xj) = ø(xi) * ø(xj) 

3.4 Data Set Used 
Data sets from UCI Machine Learning Repository are used for 

training purpose. In this paper, two standard data sets are used 

for classifications which are Iris and Glass [20, 21]. 

 3.4.1 Iris 
The Iris data set contains three classes each having 50 tuples 

with four attributes. Three classes are: Iris Setosa, Iris 

Versicolour, IrisVirginica. In this data set, Iris Setosa is 

linearly separable from other two, while remaining two are 

non-linearly separable from each other. This dataset is 

available online at UCI machine learning repository. 

3.4.2 Glass 
The Glass data set is intended towards the study of 

criminological investigation. It includes 11 attributes and is a 

multiclass type of data set. It has seven different classes 

according to type of glass. 

4. EXPERIMENTAL RESULTS 
As per the methodology discussed earlier, experiments are 

performed on two data sets with and without feature selection. 

Analysis of results is done using following evaluation metrics.  

 4.1 Evaluation Measure 
There various parameters to measure the performance, among 

them only Accuracy, True Positive Rate (TPR), False Positive 

Rate (FPR) are considered in this paper. Accuracy is the 

proportion of the total number of predictions that were 

correct. TPR gives the proportion of correctly classified 

instances out of total classified. FPR shows the proportion of 

negative cases that were incorrectly classified as positive. 

 

   
     

           
                              (11) 

 

    
  

     
                                 (12) 

 

    
  

     
                                 (13)     

               
To compute these metrics, first confusion matrix for the data 

set is then computed using these values into above equations 

to find Accuracy, TPR, and FPR. 

4.2 Without Feature Selection 
Iris and Glass data sets are used for training three different 

classifiers which are Naive Bayes (NB), J48 and Support 

Vector Machine (SVM). The obtained results are as shown in 

Table 1. Results are compared based on the above mentioned 

evaluation measures. 

Table 1. Performance of classifiers for Iris data set 

Classifier Accuracy TPR FPR 

NB 96 0.96 0.02 

J48 96 0.96 0.02 

SVM 96.66 0.967 0.01 

       

   Table 2. Performance of classifiers for Glass data set 

 

Classifier Accuracy TPR FPR 

NB 48.59 0.48 0.18 

J48 66.82 0.66 0.13 

SVM 68.69 0.68 0.14 

 

From Table 1, 2 is clear that, in case of the Iris dataset SVM is 

giving better results (96.66%) than other two classifiers. In 

case of Glass data set also SVM is showing more Accuracy 

than other two. To improve the results feature selection 

techniques are applied to both data sets. 

4.3 With Feature Selection 
Here, results after applying feature selection techniques are 

compared using three different classifiers.Both the data sets 

are undergone through CFS, Wrapper and IG feature selection 

techniques. 
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Fig. 3. Accuracy of classifier using FS techniques for Iris 

data set 

 
 

Fig. 4. TPR of classifier using FS techniques for Iris data 

set 

 
Fig.  5. FPR of classifier using FS techniques for Iris data 

set 

 

Figure 3-4 gives the results of classifier after applying feature 

selection. From the table it is clearly observed that FS 

improve the classifier’s result. SVM is giving best AC, TPR, 

and FPR than other two. 

Wrapper FS includes a classifier oriented selection of feature; 

it is time consuming than other FS techniques. Figure 6-8 

provides results on glass data set after applying FS.  

 

Fig. 6. Accuracy of classifier using FS techniques for Glass 

data set 

 
Fig. 7. TPR of classifier using FS techniques for Glass data 

set 

 

From the figure  it is observed that SVM is giving higher TPR 

with improved accuracy. This means more number of 

attributes are correctly classified with minimum 

misclassification. 

 
Table 8. FPR of classifier using FS techniques for Glass 

data set 

Table 3 is describing feature selected by different FS 

techniques. CFS and IG are improving classifier performance 

by selecting minimum no. of attributes. Due to this time 

complexity gets reduced and TPR is increased. 

 

Table 3. Selected features for Iris data set 

Classifier CFS Wrapper IG 

NB 3,4 3,4 3 

J48 3,4 4 3,4 

SVM 3,4 1,2,3,4 3,4 
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For glass data set feature selected are as shown in Table 4. 

Observation from table concludes that wrapper method is 

selecting less no. of features as well as improving accuracy 

and TPR of all three classifiers. 

Table 4. Selected features for Glass data set 

Classifier CFS Wrapper IG 

NB 1,2,3,4,6,7,8,9 1,4 3,4,6,7 

J48 1,2,3,4,6,7,8,9 1,3,4,6,8 2,3,4,6,7,8 

SVM 1,2,3,4,6,7,8,9 2,4,5,7 2,3,4,6,7 

 

5. CONCLUSION AND FUTURE WORK 
In this paper, effect of feature selection on supervised learning 

based classifiers is compared. Accuracy, TPR and FPR are 

used as an evaluation metric for comparison. From the 

experimental results it has been observed that Information 

Gain and Wrapper method improves accuracy and True 

Positive Rate and minimizes False Positive Rate. 

The future work will include combining different classifier 

using ensemble method and applying feature selection 

technique before classification. 
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