ABSTRACT
Dimensionality refers to number of terms in a web page. While classifying web pages high dimensionality of web pages causes problem. The main objective of reducing dimensionality of web pages is improving the performance of classifier. Processing time and accuracy are two parameters which influence the performance of a classifier. To reduce the processing time, less informative and redundant terms have to be removed from web pages.

This research describes hybrid approach for dimensionality reduction in web page classification using a rough set and naïve Bayesian method. Feature selection and dimensionality reduction methods are used for reducing the dimensionality. Information gain method is used as feature selection method. Rough set based Quick Reduce algorithm is used for dimensionality reduction. Naïve Bayesian method is used for classifying web pages to optimal predefined categories. Assignment of web pages to category is based on maximum posterior probability. Words remaining after the process of feature selection and dimensionality reduction will be given to the classifier. Finally the classifier will assign most optimal predefined category to web pages.
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1. INTRODUCTION
Today there is huge amount of data available on World Wide Web. While searching for any document on the internet, many irrelevant results are found. It is time consuming and frustrating to keep on searching until desired results are obtained. Therefore, web page classification can be used to provide fast and efficient results to users. Classifying such a huge information manually is time consuming and costly. Therefore, Web page classification task automation of is very helpful for improving the results of many applications for example information retrieval.

Classification is a supervised learning method. Web page classification can be defined as a process of assigning web pages to the most optimal categories [1]. Web page classification can be used in various applications ranging from email monitoring [2] to medical diagnosis. There are many applications of web page classification and some are web content filtering, ontology annotation [2], assisted web browsing contextual advertising and knowledge base construction, constructing, maintaining or expanding web directories (web hierarchies), helping question answering systems, building efficient focused crawlers or vertical (domain-specific) search engines, improving quality of search results [3]. Web page classification also plays main role in information retrieval.

High dimensionality is the major problem in web page classification because amount of data is increasing rapidly on www. For example if a training dataset contains 500 web pages in each predefined category for those web pages. Then for training classifier, selection of relevant terms becomes an issue. Therefore, feature selection and dimensionality reduction are used to remove terms that are less informative, redundant and irrelevant. Feature selection technique solves the problem of selecting the input features that are most predictive for given predefined categories. These two methods will be useful to improve the classification accuracy and efficiency.

Information gain method and rough set method is used for feature selection and dimensionality reduction respectively. Information gain gives terms that are the most informative in assigning web pages to categories. Rough set based supervised quick reduct algorithm uses dependency measure for dimensionality reduction. Dependence measure is also known as correlation measure. It quantifies the ability of feature to predict the value of decision attribute from the value of conditional attributes. In this paper, conditional attributes are words from the web pages and decision attribute is predefined category of web page. Reduced terms from quick reduct algorithm will be the input for naïve Bayesian classifier.

For web page classification, various machine learning algorithms have been utilized. In proposed system, Naïve Bayes method is used for classifying web pages. Naïve Bayes (NB) is one of the popular machine learning algorithms because of its simplicity and fast learning in case of large datasets. Simplicity lies in classification based on calculation of probability by the naïve Bayes independence assumption [4].

The paper is organized as follows. Section 2 presents related work. The details of methods used in the proposed approach are described in section 3. In the section 4 steps followed in proposed system are mentioned. Results for feature selection and dimensionality reduction are combined and shown in section 5. Section 6 explains different measures used to evaluate the performance of a classifier. In the end, section 7 presents conclusion.

2. RELATED WORK
Juan Zhang, Yi Niu, Huabei Nie (2009) combined fuzzy and k-nearest neighbor algorithm. The k- nearest neighbor is a simple classification algorithm that is used to assign patterns of unknown classification to the class of the majority of its k nearest neighbors of known classification based on the distance measure, and drawback of the method is that each of the patterns of known classification is considered equally important in the assignment of the pattern to be classified. In fuzzy K-NN method instead of giving equal importance to each pattern, assign class membership as a function of the
As each term in HTML tag for each web page can be taken as a feature. It causes the problem of high dimensionality. To reduce dimensionality problem, Selma Ayse Özsel (2009) proposed optimal feature selection technique based on Genetic algorithm. The performance of this method is compared with J48 (decision tree), the Naïve Bayes Multinomial (Bayes), and the IBk (kNN) classifiers. It gives 96% accuracy using GA as feature selector. In this method, the numbers of features considered are large i.e. up to 50000 features, system takes both terms and HTML tags together on a Web page as features, assign different weights to each feature and the weights are determined by the GA. After extracting features, document vectors for the Web pages are created by counting the occurrences of each feature in the associated HTML tag of each Web page. The GA feature selector consists of coding, generation of initial population, evaluation of a population, reproduction, crossover, mutation, and determination of the new generation steps and reproduction, crossover, mutation steps are repeated, number of generations times until optimal feature vector found [9].

### 3. THEORETICAL BACKGROUND

In this section, the basic concepts behind the techniques used in the proposed system are discussed.

#### 3.1 Web Page Classification

Web page classification is a process of assigning web pages to optimal categories. Contents of web pages are used to predict the category of web pages. One major problem in using contents for web page classification is high dimensionality. To address this problem, only relevant features and important features or terms should be taken into account rather than considering all features. Feature is relevant if the feature is capable of prediction of the decision feature. For addressing the problem of high dimensionality, feature selection and dimensionality reduction methods are adopted.

#### 3.2 Information Gain

Feature selection has been a field of research and development since 1970s in machine learning [10]. This method is adopted for feature selection to remove less informative words.

Information gain is calculated for each term. Threshold is set for removing less informative words. Terms with values less than predefined threshold are removed. This will help in getting more informative words rather than considering all terms [11].

The information gain computation involves the calculation of entropy and conditional probabilities of category given term. Formula for information gain is given as follows:

\[ \text{IG}(t) = -M_1 + M_2 + M_3 \ldots (1) \]

where,

\[ M_1 = \sum_{i=1}^{n} P(C_i) \log P(C_i) \ldots (2) \]

\[ M_2 = P(t) \sum_{i=1}^{n} P(C_i|t) \log P(C_i|t) \ldots (3) \]

\[ M_3 = P(\overline{t}) \sum_{i=1}^{n} P(C_i|\overline{t}) \log P(C_i|\overline{t}) \ldots (4) \]
Where \( t \) denotes term, \( C_i \) denotes the \( i \)th category, \( m \) denotes the number of categories, \( P(C_i|T) \) and \( P(C_i|t) \) denotes conditional probabilities of category given that term appears in document and given that term does not appear in the document respectively.

### 3.3 Rough Set Based Quick Reduct Algorithm

Rough set theory was proposed by the author Zdzisław Pawlak in 1982. Rough Set method is used for dimensionality reduction. Information system is the main concept in rough set. Information system is a table that contains conditional attributes and decision attribute. Rough set can be defined by two operations known as approximations [12].

Suppose there are objects in \( U \). It has a subset \( X \). \( R \subseteq U \times U \) is an equivalence relation. But there is lack of knowledge about elements of \( U \). For classification of set \( X \) with respect \( R \) approximation will be used. Lower approximation is a set of objects which are to be surely classified as elements of set \( X \). Upper approximation is set of objects which may possibly classify as elements of set \( X \). Lower approximation and upper approximation are also known as positive region and negative region respectively. Boundary region of \( X \) is the difference between upper approximation and lower approximation. For a set to be rough boundary region it should not be empty. Rough set is a method to discover dependency between features and reducing those features. Reducing features is the process of finding a set of attributes which is called reduce. Reduce is the ratio of cardinality of positive region of set to the cardinality of universal set.

Only features which are the most informative are kept. For dimensionality reduction Zdzisław Pawlak proposed QuickReduct Algorithm. Supervised QuickReduct Algorithm is used in this research.

Dependency measure in quick reduct algorithm is calculated using following formula:

\[
    k = \gamma_p(Q) = \frac{|POS_p(Q)|}{|U|} \quad \text{...(5)}
\]

Where \( P \) is a set of condition attributes and \( Q \) is the decision attribute. \( \gamma_p(Q) \) is the dependency between condition attributes and decision attribute. If \( k<1 \), \( Q \) depends partially on \( P \); if \( 0<k<1 \), \( Q \) depends partially on \( P \), and if \( k=0 \) then \( Q \) does not depend on \( P \). The goal of attribute reduction is to remove redundant attributes. Reduced set of condition attributes provides the same quality of prediction as the original attributes.

QuickReduct Algorithm is shown below:

C: the set of all conditional attributes,
D: the set of decision attributes

QuickReduct (C, D)
- Algorithm starts with empty set \( R = \{ \} \)
- It adds one attribute at a time \( T \leftarrow R \)
- For each attribute dependency is calculated with respect to decision attribute and compared \( \gamma_{R \cup \{x\}}(D) \geq \gamma_T(D) \)
- If it provides the greatest increase in dependency metric then it gets add in the reduced set \( T \leftarrow R \cup \{x\} \)
- This process continues until algorithm produces its maximum possible value for attributes of the dataset.

QuickReduct Algorithm produces an output which is a reduced set of conditional attributes. The main advantage of using rough set theory based supervised QuickReduct algorithm is that it does not need any additional information about data for finding minimal set of attributes. [13]

### 3.4 Naïve Bayesian Classifier

Naïve Bayesian classifier is a statistical classifier. It is based on Bayes’ theorem. [14] It calculates posterior probability that particular hypothesis holds for given data. Posterior probability is calculated using prior probability of hypothesis, likelihood of data and observation of data or evidence. Naïve Bayesian is most commonly used technique for classification because of its simplicity. This algorithm makes assumption of independence between each pair of words.

Therefore, this works well in domains with many equally important features. Although it makes an unrealistic assumption of independence, this method is exceptionally successful with large datasets. [15] In web page classification, the number of features or terms can easily rise to hundreds and thousands and that is also known as problem of high dimensionality. The big hurdle in applying many sophisticated learning algorithms to web page classification is to decide how to represent the arbitrary text document in terms of attribute values.

In the context of web page classification naïve Bayesian algorithm assigns web pages to the most optimal predefined category. In this research, naïve Bayesian classifier calculates conditional probabilities for each term against predefined category. Optimal category is assigned to web pages based on maximum posteriori probability considering the term frequencies. Therefore, this method is known as probabilistic method.

This method is incremental in nature because each training example can incrementally increase or decrease the probability of a hypothesis being correct. In web page classification, hypothesis means whether web page belongs to a category or not [16].

For assigning web page to category following formula is calculated for each document for every category [17]:

\[
    P(c|\text{document}) = P(c) \times P(\text{word}_1|c) \times P(\text{word}_2|c) \times \ldots \times P(\text{word}_n|c) \quad \text{...(6)}
\]

Where, \( c \) denotes category, and document contains \( n \) words.

For calculating conditional probabilities \( P(\text{word}|c) \) use of laplacian correction is required. The reason for using laplacian correction is to prevent zero probabilities for terms which are not present in training examples. Formula for \( P(\text{word}|c) \) using laplacian correction is given as follows:

\[
    P(\text{word}|c) = \frac{1 + \text{count}(w, c)}{|V| + \text{count}(c)} \quad \text{...(7)}
\]

Where, \( |V| \) denotes number of distinct words in all training examples, \( \text{count}(c) \) denotes total number of words in category \( c \), \( \text{count}(w, c) \) contains occurrence of \( w \) in \( c \).

And finally for each document, \( P(c|\text{document}) \), \( P(c_2|\text{document}) \), \ldots, \( P(c_n|\text{document}) \) is compared. Document is assigned to category based on maximum value of \( P(c|\text{document}) \) calculated above which nothing but posterior probability.

\[
    \text{ArgMax}_c \in P(c|d) \cong \text{ArgMax}_c \in c \prod_{k=1}^{n} P(t_k|c)P(c) \quad \text{...(8)}
\]
4. PROPOSED SYSTEM
The proposed architecture includes three parts. Document preprocessing which is the first process for web page classification. Information Gain method is used for feature selection. Rough set based supervised quick reduct algorithm is used for dimensionality reduction method. Naïve Bayesian classifier is applied after dimensionality reduction to documents for getting classified documents.

4.1 Preprocessing step includes:
- Tokenizing, tokenize the file into individual tokens using space as the delimiter.
- Stemming, the words are converted to their root form. This is achieved using Porter’s stemming algorithm.
- Stop words removal, removing all words which do not convey any meaning.

4.2 Feature Selection and Dimensionality reduction step includes:
- Calculation of information gain for each term [8].
- Features are selected based on high information gain values.
- Construction of information system with conditional and decision attributes.
- Supervised quick reduct Algorithm is used for dimensionality reduction which will give reduced features.
- Calculation of output of quick reduct algorithm using dependency measure.

4.3 Naïve Bayesian classifier step includes:
- Calculation of word probabilities against predefined categories considering term frequency in documents and using laplacian correction.
- All the word probabilities for each category are summed up.
- Calculation of maximum posterior probability.
- Assignment of web pages to most optimal predefined category based on maximum posterior probability.
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5. RESULTS
Results after applying information gain as feature selection method and rough set algorithm as dimensionality reduction method are shown in Table 1. Reduced number of words will be given as input to Naïve Bayesian classifier. From observation of following table one can conclude that definitely the processing time will be less for reduced number of words as compared to total number of words.

<table>
<thead>
<tr>
<th>Number of categories</th>
<th>Total number of documents</th>
<th>Total number of words</th>
<th>Reduced number of words</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>678</td>
<td>12651</td>
<td>1329</td>
</tr>
<tr>
<td>4</td>
<td>1396</td>
<td>32980</td>
<td>5971</td>
</tr>
<tr>
<td>8</td>
<td>5485</td>
<td>71671</td>
<td>9996</td>
</tr>
<tr>
<td>20</td>
<td>7528</td>
<td>85116</td>
<td>34305</td>
</tr>
</tbody>
</table>

Table 1: Result of Dimensionality Reduction

6. EVALUATION
Processing time and accuracy are two parameters which influence the performance of classifier. Processing time refers to the time duration required to complete the task of classification after dimensionality reduction process. Processing time of the classifier can be reduced using dimensionality reduction method. Because of the number of terms processed by a classifier is reduced. A confusion matrix contains information about actual and predicted classifications. Classifier accuracy is evaluated using the data in the confusion matrix. This is illustrated by the Table 1 shown below.

- True Positive refers to the number of documents correctly classified to that category.
- True Negative refers to the number of documents correctly rejected from that category.
- False Positive refers to the number of documents incorrectly rejected from that category.
- False Negative refers to the number of documents incorrectly classified to that category.
The precision, recall and F1 measure are used as evaluation measures and are calculated using the following formulae:

Precision is the probability of a correctly rejecting document from that category, it is also known as true negative rate or specificity.

\[
\text{precision} = \frac{TP}{TN + FP} \quad \ldots (9)
\]

Recall is the probability of a correctly classifying documents and assigning to optimal category, it is also known as sensitivity or positive predictive value.

\[
\text{recall} = \frac{TP}{TN + FN} \quad \ldots (10)
\]

The F1 score interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worst score at 0.

\[
F1 \text{ measure} = 2 \frac{(P \times R)}{(P + R)} \quad \ldots (11)
\]

The F1 score interpreted as a weighted average of the precision and recall, where an F1 score reaches its best value at 1 and worst score at 0.

### Table 2: Confusion Matrix

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Predicted class</th>
</tr>
</thead>
<tbody>
<tr>
<td>(true positive)</td>
<td>TP</td>
</tr>
<tr>
<td>(false negative)</td>
<td>FN</td>
</tr>
<tr>
<td>(false positive)</td>
<td>FP</td>
</tr>
<tr>
<td>(true negative)</td>
<td>TN</td>
</tr>
</tbody>
</table>

As dataset contains are more than two categories, Micro averaging Precision, Micro averaging Recall and Micro averaging F1 measures are used for evaluation [18].

Microaveraging precision \((\pi^p) = \frac{\sum_{i=1}^{c} TP_i}{\sum_{i=1}^{c} (TP_i + FP_i)} \quad \ldots (13)\)

Microaveraging recall \((\rho^p) = \frac{\sum_{i=1}^{c} TP_i}{\sum_{i=1}^{c} (TP_i + FN_i)} \quad \ldots (14)\)

Microaveraging F1 \((F1^p) = 2 \frac{\rho^p \times \pi^p}{\rho^p + \pi^p} \quad \ldots (15)\)

### 7. CONCLUSION

As there are billions of web pages on internet, management of these web pages is essential. Web page classification is difficult task because of different size and formats of web pages. This paper proposes hybrid approach for dimensionality reduction in web page classification. Less informative and redundant terms are removed using feature selection and dimensionality reduction methods.

Feature selection and dimensionality reduction methods overcome the problem of high dimensionality. The proposed approach would improve the accuracy and efficiency of classifier. Because of dimensionality reduction, this approach would save processing time. As compared to the traditional approach, this method requires less processing time because it uses dimensionality reduction technique.
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