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ABSTRACT 
In agriculture crop price analysis, Data mining is emerging as 

an important research field. In this paper, we will discuss 

about the applications and techniques of Data mining in 

agriculture. There are various data mining techniques such as 

K-Means, K-Nearest Neighbor (KNN), Artificial Neural 

Networks (ANN) and Support Vector Machines (SVM) which 

are used for very recent applications of Data Mining 

techniques. This paper will consider the problem of price 

prediction of crops. Price Prediction, nowadays, has become 

very important agricultural problem which is to be solved 

only based on the available data. Data Mining techniques can 

be used to solve this problem. This work is based on finding 

suitable data models that helps in achieving high accuracy and 

generality for price prediction. For solving this problem, 

different Data Mining techniques were evaluated on different 

data sets. 

Keywords 
Data Mining, K-Means, K-Nearest Neighbour, Artificial 

Neural Networks, Support Vector Machines, Price Prediction 

1. INTRODUCTION 
The process of extracting important and useful information 

from large sets of data is called Data Mining. In agricultural 

field, Data Mining is an important research field. In this 

paper, Description and overview of data mining techniques 

which are applied to agriculture and their applications to 

agriculture related areas is described. Price prediction is a 

very important problem for any farmer as he is the one who 

should know how much cost he would expect for his crops. In 

past years, price prediction was done by judging farmer’s 

experience on particular crop and field. Suppose we have the 

previous data available in which various corresponding price 

predictions are recorded and these recorded price predictions 

are used to classify future price predictions..  

2. DATA MINING TECHNIQUES 
From long time, different techniques were used for mining 

data. Researchers have discussed a detailed and elaborated 10 

Data Mining Techniques [1]. This paper present the most used 

Data Mining Techniques in agricultural field. 

Classification and Clustering Techniques are two types of 

Data Mining Techniques [3]. For classifying unknown 

samples in which information is provided by a set of classified 

samples, Classification Techniques are designed. Neural 

Networks [2] and Support Vector Machines [4] are two 

classification techniques that are used generally to classify 

unknown samples. The technique that does not have any 

learning set is the K-Nearest Neighbor (KNN)[5] but it has the 

training set that is used for classification and in this technique 

similar samples should have similar classification. 

The parameter K in K-Nearest Neighbor is used to show the 

number of similar known samples. The K-Nearest Neighbor 

uses the training set, in case, if any training set is not 

available, clustering techniques can be used to split a set of 

unknown samples into clusters. K-Means algorithm [6] is one 

of the most used clustering techniques. In a set of data with 

unknown classification, we will find a partition of the set in 

which we have same data which is grouped in same cluster. 

The parameter K present in K-Means algorithm specifies the 

number of clusters in which data is to be partitioned. The 

main reason behind K-Means algorithm is the centers of 

clusters that can be computed as means of all samples 

belonging to a cluster. The representative of the cluster can be 

considered as the center of cluster because the center is quite 

close to all samples. But one of the disadvantages in using the 

K-Means algorithm can be the choice of parameter K. 

Another important issue is the computational cost of the 

algorithm. Other data mining techniques such as Principle 

Component Analysis (PCA), Regression Model [7] and Bi 

clustering techniques have some applications in agriculture or 

agricultural-related fields. 

3. APPLICATIONS 
Several applications of Data Mining Techniques are used in 

the field of agriculture like techniques related to weather 

situations and forecasts. For example, to forecast the 

atmospheric pollution, we can use K-Means algorithm. For 

simulating daily precipitations and other weather variables, 

we can use K-Nearest Neighbor and SVMs can be used to 

analyze the possible changes of the weather. 

Sound recognition problems can also be solved by Data 

Mining Techniques. The sound of birds and other sounds can 

be classified using SVMs and this technique was used by 

Fagerlund S [8]. To evaluate forest inventories and to estimate 

forest variables for observing satellite imagery, Holmgren et 

al. [9] used K-Nearest Neighbor. For classifying eggs as 

fertility, Das KC et al. [10] used Artificial Neural Networks 

and for recognition of cracks in eggs, Patel VC et al. [11] used 

Computer Vision. For classifying Pizza sauce spread, Du CJ 

et al. [12] used SVMs and for detection of weed and nitrogen 

stress in corn, Karimi Y et al. [13] used SVMs. K-Means 

approach is used for classification of soils with GPS based 

technologies [14]. To classify soils and plants, Meyer GE et 

al. [15] used K-Means approach. SVMs were used to classify 

crops by Camps Valls et al. [16]. 

A Neural Network is used for making difference between 

good and bad apples and Shahin MA et al. [17] used X-rays 

images of apples to observe the presence of water cores. A 

supervised Bi-clustering technique was applied by Mucherino 

et al. [18] to a set of wine fermentations in order to select and 

discover the features to predict the quality of new 

fermentations. ANNs [19] use taste sensors to obtain data 

from fermentation process. Also, SVMs [20] use sensors to 

smell milk. 
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4. LITERATURE SURVEY 
This paper attempts to forecast the prices of vegetable from 

changes in the price of crude oil. The analysis would help. 

Price prediction helps the farmers and also Government to 

make effective decision. Data mining classification techniques 

can be used to develop an innovative model to predict the 

market price of respective commodity. 

 Price prediction is highly useful in agriculture for forecasting, 

and other involved players manage their inventories 

effectively and influence their purchasing decisions.  

The data for the study, namely oil and vegetable were 

collected from syndicated agencies and extend over a 3 year 

period, from 2009-2011. The methodology included data 

cleansing and conformity wherein missing values were 

accounted for by linear extrapolation. The forecasting 

methods used included Naïve, and regression (based on 

multiple predictors like oil and time function) and were 

compared on accuracy measured by minimal errors in the 

forecasted values.  

The data for oil was observed to have an increasing pattern 

over time while the vegetable had a periodic high every April. 

The key findings validated this higher price (April) which 

necessitates inventory replenishment during December when 

vegetable prices are comparatively lower. The caveats which 

need to be highlighted are the limitations in data collection, 

wherein larger samples could have helped us in validating the 

model better. Ancillary variables like the seasonal rainfall or 

economic indicators could also have had an impact in 

forecasting vegetable prices. 

5. FORECASTING 
Forecasting is the process of making statements about events 

whose actual outcome have not yet been observed. A common 

place example might be estimation of some variable of 

interest at some specified future date. Prediction is a similar 

but more general term. Both might refer to formal statistical 

methods employing time series, cross-sectional or 

longitudinal data, or alternatively to less formal judgmental 

methods. Usage can differ between areas of application: for 

example, in hydrology, the terms “forecast” and “forecasting” 

are sometimes reserved for estimation of values at certain 

specific future times, while the term “prediction” is used for 

more general estimates such as the number of times floods 

will occur over a long period. Risk and uncertainty are central 

to forecasting and prediction; it is generally considered good 

practice to indicate the degree of uncertainty attaching to 

forecasts. In any case, the data must be up to date in order for 

the forecast to be as accurate as possible..  

6. CONCLUSION 
In this paper certain Data Mining techniques were adopted in 

order to estimate crop price analysis with existing data. The 

applications that use the K-Means approach, utilize only the 

basic algorithm, while many other improvements are 

available. Some Data Mining techniques have not yet been 

applied to agricultural problems. As an example, Regression 

techniques may be employed for discovering important 

information from agricultural-related sets of data. 

In future the Genetic algorithm based neural network will be 

constructed for price prediction to increase the accuracy 

percentage. The BP neural network prediction model of 

vegetable market price is established. We have taken 

Coimbatore market price of tomato as an example and 

simulated the result using MATLAB. 
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