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ABSTRACT
The Free/Open Source Software (F/OSS) development environment consists of three components: The development process, the community of software development volunteers and the coordination and communication tools. The rise and expansion of Internet make this concept of cooperative software development model a dominant force in comparison to the traditional software development. Various project hosting sites for F/OSS projects across an entire range of applications have come up offering a multitude of services for developers as well as users. Various aspects of F/OSS are being studied by researchers. Coordination and Communication become key factors in F/OSS development for information dissemination among its decentralized and geographically spread-out teams of volunteers. It becomes important to choose the right sample to study this aspect. This paper proposes a four-phase sampling process model especially suited for studies related to coordination and communication aspects in F/OSS although it can be extended to all aspects of F/OSS development with suitable changes in the parameters.
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1. INTRODUCTION
The global reach with 24x7 availability of Internet has made Free/Open Source Software (F/OSS), an innovative development methodology, a dominant force [1-2]. In general, the F/OSS development environment consists of three components: the development process, the community of volunteers [3] and the coordination and communication tools (CC Tools). The cooperative and group assisted methods of software creation, modification and distribution allowing code reuse by distributed self-learning and self-organizing teams form the backbone of F/OSS development in a decentralized and distributed software development environment. Software repositories and allied coordination and communication infrastructure provide a base for cooperative development. Thus, the tools which support cohesion among geographically spread-out volunteers for effective coordination and communication have become an important aspect in the F/OSS development process.

With F/OSS research becoming extensive on each aspect of its development environment, it is very important to understand the process of selection of case studies for effective and meaningful research.

2. LITERATURE REVIEW
Internet has been observed as a necessary condition for F/OSS to evolve along with cooperative customs which could allow co-developers to be attracted [4]. Crowston et al. have based their study of understanding Free/Libre Open Source Software (FLOSS) success on information system (IS) research in order to identify processes that enhance the performance of FLOSS development teams. They observed that success indicators in traditional closed software development were influenced by ‘use environment’ like system quality, use, user satisfaction and organizational impacts. They further highlighted the fact that FLOSS success tends to look more at the ‘development environment’ which is publicly available [5]. The studies on F/OSS development process have mainly focused on the participants and the processes involved in this form of development to understand the success of this model. The research areas have been categorized into three main perspectives: Developers, Metrics and Tools [6].

The researchers have highlighted the importance of formal and informal communication in coordination of software development in general [7]. CC Tools which can be used by F/OSS projects have been suggested [8]. A study, while acknowledging the fundamental relevance of communication in F/OSS development, proposed an Extended Information System Model comprising of eight interrelated dimensions which links quality, success, communication and contributions in F/OSS projects [9]. The majority of development activity in F/OSS utilizes asynchronous communication which has the advantage of maintaining total record of communications [10, 11, 12]. Researchers used random sampling to test whether the process maturity is related to the success of F/OSS projects, especially where processes related to coordination and communication are concerned [13]. Another study used two data sets of different sizes – successful projects and a random set from SourceForge.net to explore the possible benefits of CC Tools on efficiency of open source projects. The study focused on tools offered by Sourceforge.net only. Various parameters used for analysis included number of developers, project age, number of downloads, web hits, project size (in bytes), lines-of-code and development status. Negative influence of tool adoption on efficiency was found for data set comprising of successful projects whereas data set of random projects showed positive influence. Thus, mixed results so obtained were non-conclusive regarding effect of CC Tools on efficiency of Open Source projects. Many researchers have acknowledged the fact that the selection of Open Source projects to study the impact of CC Tools, must be made very carefully and more extensively [14]
Most of the research work on F/OSS has been focused on a few case studies of widely accepted successful projects. Majorly convenience sampling has been adopted across the literature for case selections. For an objective view of F/OSS concept, it is imperative that larger samples need to be considered and selected. This raises the question as to how to select the sample in accordance with the aspect to be studied.

The following sections present the methodology used to develop a Sampling Process Model to select case studies from a single hosting site with focus on research in CC Tools.

3. METHODOLOGY

3.1 Aim of the Study

The aim of the study is to develop a Sampling Process Model for selecting case studies for research on coordination and communication aspect in development of F/OSS projects.

3.2 F/OSS Empirical Research – The Longitudinal Aspect

Literature review revealed two main approaches of F/OSS Development process. The first approach comprised of seven iterative phases: Problem Discovery, Finding Volunteers, Solution Identification, Code Development and Testing, Code Change Review, Code Commit and Documentation and Release Management [15]. The Second approach identified six stages: Planning, Pre-Alpha, Alpha, Beta, Stable and Mature [16]. In actual practice, both these approaches are integrated. This integration is depicted in Fig. 1 where the first approach representing the Developer’s perspective of development works iteratively for each stage described in the second approach which is from a Project’s Progress perspective. The volunteers may join the project at any phase/stage and the developer pool of a project may change over time. Trace data about volunteers, code development, time spans as well as communication is recorded in various CC Tools and is publicly available through repositories and project hosting sites.

Since the source code is available and can be modified by anyone who has skills and interest, F/OSS projects are developed incrementally over longitudinal time frames. The software requirements and the corresponding coordination and communication requirements of the volunteers may change over this incremental longitudinal development span. Longitudinal research allows researchers to study the same data set over an extended time span in order to observe the changes over time. Thus a longitudinal study of the F/OSS projects would provide significant insight into the various aspects of development process, coordination and communication requirements and the significance of various CC Tools.

Fig 1: F/OSS Development Process: An Integrated Cycle - Stage Approach
3.3 Sampling Process and Model Development

Sample design i.e. deciding the way of selecting a sample is the first requirement for model development. The Sampling process comprises of several stages [17]:

- Clearly defining the Population of concern
- Deciding the Sampling Unit for the study.
- Specifying a Source List or Sampling Frame, a set of items or events possible to measure
- Determining the Sample Size
- Determining the parameters of interest and Data which can be collected
- Specifying a Sampling Method for selecting items or events from the frame
- Implementing the Sampling Plan
- Sampling and Data Collecting

For sampling, an initial research setting for data collection is required to be fixed in accordance with the aim of the study. The foremost requirement of proposed sampling process is to choose F/OSS project hosting site for selecting candidate projects or case studies. The type and number of data sets as well as the sources of data collection have to be predetermined. The criteria may need to be refined during the actual selection depending upon the constraints of the chosen study. The following sections explain the various steps followed for sample selection to study the role of CC Tools in F/OSS development by way of proposing a project sampling process model and the challenges of making the appropriate selections.

4. RESEARCH SETTING FOR DATA COLLECTION

4.1 Choosing Project Hosting Site for Sample Selection

Various project hosting sites for open source software have come up offering a multitude of services for developers as well as users. Choosing a single source allows control for difference in available tools and project visibility [18]. For this particular study, SourceForge.net [19] has been chosen as it is one of the leading F/OSS project hosting sites. It offers user friendly interface and provides statistics for various aspects related to project development. The project support is provided through code repositories, forums, bug trackers, mailing lists etc.

4.2 Formulation of Data Sets

Formulation of data sets is based on the following parameters:

- **Project Category** - The interface provided by SourceForge.net allows search and listing criteria for projects based on filters which include category, translation, license, programming language, development status and operating system. The data sets would be formed from two broad categories: System Software Projects having significance for developers and system manufacturers and Allied Applications Projects having significance for those who integrate the F/OSS applications with their core area [20].

- **Code Repository** - Various source code management tools being used across projects on SourceForge.net include CVS, SVN, Git and Mercurial. Subversion (SVN) has been adopted on a large scale across the hosting site thus allowing flexibility to choose a large sample for the study.

- **Project Popularity** - The projects on SourceForge.net can be listed in sorted order by factors like most popular, relevance, date of last update, name and rating. User interest is an important point of consideration for the selection process for studies taking into account the volunteers’ perspective. The number of downloads represents an objective measure of user interest in the project and its success. Thus, the data sets would be formed from the chosen categories in sorted order of popularity (in terms of weekly downloads).

4.3 Data Collection Sources

The various sources identified for collecting data for the study are as below:

- **SourceForge.net** - Manual inspection of the hosting site is required to create Source List or Sampling Frame from which sample projects would be chosen and then gather project information which is not available through public code repository and research data archives.

- **Subversion (SVN) Repositories** - F/OSS for SVN repository access would be used to access the project logs for extracting developer related data.

- **SourceForge Research Data Archive (SRDA)** implemented by University of Notre Dame, Notre Dame, USA. - The access to the data archive comprising of monthly dumps of over 100 relations/tables is provided via user-id and password to academic and scholarly researchers only after submitting a research proposal and signing the agreement/sublicense for data access. The data can be accessed through a web-based form for executing SQL queries against the relational database [21, 22].

5. THE SAMPLING PROCESS MODEL

A Four-phase model is proposed for the sampling process as depicted in Fig. 3 and is explained below:

5.1 Phase 1 - Data Collection Framework Design

It is important to design a framework to collect data in accordance with the criteria set in the research setting. The availability of appropriate data and in turn the data sources for F/OSS study influence the sampling process. The Fig. 2 shows the framework derived from Gupta and Singla [18] used for this study.

5.2 Phase 2 - Candidate Projects Identification

The goal of this phase is to find all possible candidate projects which meet the major criterion in accordance with the research setting for the data collection for the study. Only the high-level requirements are applied to initiate the selection process.

The Identification Phase started with searching for candidate projects on SourceForge.net, the hosting site selected for studying the impact of CC Tools on Open Source Projects. The search interface provided by the site was used to filter projects. The projects were sorted based upon “Popularity”. The filters used were: Category and Development Status. The decision to use the “Status” filter in addition to the “Category” filter was based on two points: to explore the role of CC Tools and the requirement of longitudinal data for the study. SourceForge.net categorizes projects according to development status from 1-7 i.e. Planning, Pre-Alpha, Alpha, Beta, Production/Stable, Mature and Inactive. The decision
for a cut-off of 5 i.e. production/stable development status was based on the fact that projects are at similar stage of development so that comparable archived longitudinal data for projects’ progress would be available. Moreover, the selected projects are expected to remain active during the study period with scope for their movement to a higher development status giving opportunity to study the entire development process. On the day of fixing the finite population/universe from which the sample would be chosen, the projects on the hosting site were organized in seven categories – Software Development, System, Internet, Communications, Scientific/Engineering, Multimedia and Games/Entertainment. Out of the seven categories, the Software development and System category projects fall under the broad category of System Software projects and the remaining five categories fall under Allied Applications. The research decision taken with regards to category was to choose projects from all available N (i.e. 7) sub-categories to remove any selection bias and form two data sets as per research setting. It was further decided to fix an equal upper limit (M) for choosing an initial number of projects from each sub-category to form the Source List out of which the final sample would be drawn.

A query, using project names from SourceForge.net, was formulated to retrieve project details comprising of its unique identification number, date of registration with SourceForge.net and its SVN usage status from SRDA [23]. To formulate the query, the Schema and Tables details along with ER diagrams provided by SRDA were studied in detail [21, 22]. The query was executed, against the monthly dump of latest schema available, for all N (i.e. 7) lists comprising of M projects each. SRDA uses a binary parameter to depict usage of SVN where 1 implies that the project uses SVN and 0 otherwise. From the query output text files, the details were manually ported to a spreadsheet package. The projects which were not using SVN were struck off the list.

The identification phase provided N (i.e. 7) lists of projects corresponding to N categories as on SourceForge.net sorted according to “popularity”, comprising of projects at production/stable status and using SVN at the time of selection process. The lists comprise of projects fulfilling the high level requirements fixed in the research setting of the data collection.

5.3 Phase 3 - Candidate Projects Screening
In this step, refined criteria are applied to find the best candidate projects which satisfy the longitudinal aspect of the study in respect of coordination and communication in F/OSS development process.

Though Phase 2 identifies candidate projects according to the criteria fixed in the research setting, yet further screening was required to fulfill the requirements of the study under consideration. The criteria for refinement include following parameters:

- **Number of Developers** - A cut-off of 5 developers was taken. SRDA query was formulated and executed to find the number of developers from the monthly dump of the schema used for queries in Phase 2 to ensure data consistency. The projects with number of developers less than 5 were rejected because very few developers would result in lesser use of a variety of CC Tools resulting in insufficient data for proper study of Communication and Coordination aspect.

- **Date of Registration** - A cut-off on date of registration on SourceForge.net had to be implemented to ensure that projects falling outside the scope of longitudinal span chosen for the study are not included in the sample data sets.

- **Multiple Category Resolution** - For projects listed simultaneously in multiple categories, the category was resolved after studying the usage, application and intended audience as listed at SourceForge.net page of the project as well as project’s own website.

- **Current Code Repository** - For each project in the output list of identification phase, SourceForge.net page of the project was checked manually to find out its current SVN usage. Of the selected projects, a few had moved from SVN to other code repositories. Such projects were rejected due
to partial or zero availability of data for the time span chosen for study. Moreover, a few projects were using more than one code repository apart from SVN. The dates and count of SVN commits of such projects were observed during the time span chosen for the study and the decision regarding keeping or discarding a project were taken in accordingly. The Screening phase results in selection of projects which best fit the parameters of the study i.e. the Source List for the study. From this the actual sample data sets have to be formulated.

5.4 Phase 4 - Data Sets Sampling

Finally, in Phase 4, the projects are sampled into two data sets based on categories as per the criterion fixed in the research setting. Since popularity measure or downloads has been chosen to sort the candidate projects, both the sets of equal size comprise of the most downloaded projects in each category.

The decision to choose equal sized data sets was based on the following reason: As described in [17], in stratified sampling “if the purpose happens to compare differences among strata, then equal sample selection from each stratum would be more efficient even if strata differ in size”. In this study, the sample comprising of two data sets have to be formulated from a heterogeneous population comprising of N individually homogeneous categories. These N categories represent N strata which are individually more homogeneous than the total population due to their classification by the hosting site based on parameters of usage and intended audience.

The proposed Four Phase Sampling Process Model depicted in Fig. 3 shows the step-by-step procedure followed for the Sample selection process.

6. THE CHALLENGES OF PROJECT SELECTION

The selection process has been a tedious process due to certain constraints which arose during the course of the selection process.

- **Dynamic Nature of the Hosting Site** - The sorting order of the projects keep changing according to the number of downloads i.e. popularity on the hosting site. It was observed from manual inspection of the site that some projects occurred in multiple categories. If the lists corresponding to each of the N categories on the hosting site were fixed at a larger time differential then this could have led to sampling error. Consider the following scenario: Category wise lists have been fixed on separate days and a project which occurs in more than one category gets fixed in one list on the first day. Before the fixing of the next category in which it occurs, it gets downloaded thus changing its ordering in ‘sort by popularity’. If both the categories had been selected with a larger time differential between them, then there is a possibility of the project being low in priority in first category with chances of rejection being high. The same project may occur on higher order in the next list with a chance of being selected in final list. The problem would arise if the project had more relevance in the first category than the other thus leading to sampling error. Thus, the projects to form the Source Lists from which the final sample had to be drawn needed to be fixed within the shortest possible time frame. To ensure minimum sampling error on this account, the initial list of N×M projects had to be prepared within the smallest time frame possible within the same day.

- **Retrieving Unique Project Identification Number** - From the detailed study of SRDA database tables, schemas and ER Diagrams, it was found that a project’s identification number is the most important parameter to be used in queries to be executed against the relational database. Manual inspection of SourceForge.net showed that this number was not listed at the site for all projects. This meant that project identification number had to be retrieved from SRDA. For this, care had to be taken to put the exact names of projects as listed on SourceForge.net site in the first query to retrieve the corresponding unique project identification number, date of registration and SVN usage for the entire lists of N×M projects in the initial list.

- **Manual Porting of SRDA Query Results** - The results of the query executed against the SRDA were in the form of a text file with entries for each project on a separate line. The result of query is not sorted according to “popularity” of a project. Moreover, only entries of projects which used SVN had to be retained. This partial set of entries could not be directly ported in order of popularity to the spreadsheet package. So, this had to be done manually at this stage.

- **Multiple Code Repositories on SourceForge.net** - In projects where other code repositories are being used in addition to SVN, the code commit activity was checked from code repository statistics and history through SourceForge.net. Comparisons were made amongst commit activity in all repositories of a project through manual observation. Projects which were maintaining simultaneous partial data on more than one repository had to be rejected. Moreover, in certain cases statistics from other repositories were not available for comparison.

- **Multiple Category Resolution** - Some projects were found to be listed under more than one of the seven categories on SourceForge.net. This verification was done manually as well as filter option of spreadsheet package was used. Category wise coding was done in order of popularity in each list. For projects having multiple codes, category had to be resolved by manually studying the project page on SourceForge.net, its website and other related sites for checking its application usage and intended audience. The coding process was tedious manual work and verification process took considerable time.

- **Identifying Criteria to be used in Candidate Screening Phase** - Proper care had to be taken to identify the criteria to be used for screening phase keeping in view the focus of the study and to minimise the sampling bias.

- **Manual Inspection of the Hosting Site** - Traditional way of data collection through spidering using Perl scripts has been reported as time and resource consuming process with significant challenges in cleaning, screening and interpreting the data. Moreover, SourceForge.net has introduced defence mechanism against spidering [24]. Therefore, the gaps in the data accessed from research collaboratory SRDA at different stages had to be filled through manual inspection. The constraints of the study did not allow automated application to be developed at this stage.
**Table 1. Sampling Process Model - Formulation of Data Sets**

<table>
<thead>
<tr>
<th>Phase</th>
<th>Description</th>
<th>Data Set 1</th>
<th>Data Set 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(System Software</td>
<td>(Allied Applications)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Projects)</td>
<td></td>
</tr>
<tr>
<td>Phase 2 : Step 1:</td>
<td>Categories(^a)</td>
<td>SD</td>
<td>S</td>
</tr>
<tr>
<td></td>
<td>(N)</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Total Projects</td>
<td>6852</td>
<td>5174</td>
</tr>
<tr>
<td></td>
<td>Initial Set (M)</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Phase 2 : Step 2:</td>
<td>Projects using SVN</td>
<td>105 (52.5%)</td>
<td>96 (48.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>111 (55.5%)</td>
<td>109 (54.5%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>108 (54.0%)</td>
<td>118 (59.0%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>107 (53.5%)</td>
<td></td>
</tr>
<tr>
<td>Phase 3</td>
<td>Source List</td>
<td>41 (39.0%)</td>
<td>30 (31.3%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>31 (27.9%)</td>
<td>30 (27.5%)</td>
</tr>
<tr>
<td>Phase 4</td>
<td>Stratified Sampling</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Sample Size = 100</td>
<td></td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

\(^{a}\)Categories: SD - Software Development, S - Systems, I - Internet, C - Communications, SE - Scientific/Engineering, GE - Games/Entertainment, M - Multimedia
7. MODEL APPLICATION
Table 1 summarizes the data sets formulation using the proposed Four Phase Sampling Process Model for research problem to study the longitudinal impact of CC Tools on F/OSS projects. The framework described in Phase 1 has been utilized for preparing the Source List from which final sample has been formulated. As per the research setting, sample comprises of topmost projects sorted as per “popularity” measure on the hosting site on the day of selection, which satisfy the criteria of Phase 2 and Phase 3 respectively. Of the topmost 200 most popular projects in each available category, overall 53.86% projects used SVN. Of these 53.86%, 34.5% formed the Source List. The N=7 categories, divided into two broad categories as described in Phase 2, form the two data sets as listed in Table 1. Applying stratified sampling with equal sized sample selection from each stratum (category), two data sets of 50 projects each have been formulated in Phase 4. The topmost popular projects in each category in the Source List were taken to formulate the final data sets depending upon the broad category area.

The above data sets have been formulated for research problem to study the longitudinal impact of CC Tools on F/OSS projects. Depending upon the type of research problem, the proposed Sampling Process Model may be applied to related or similar longitudinal studies after requisite modifications in the criteria in each of the Phases. The number and size of data sets may vary depending upon the research questions to be addressed.

8. CONCLUSION
F/OSS developers rely on the coordination and communication infrastructure since they work in a decentralized and distributed development environment. Thus communication and the appropriate communication infrastructure, which provides flexibility to the volunteers to contribute as per their own convenience, is the key to progress of any F/OSS project over a period of time. Studying the effect of CC Tools on the development process is an important aspect of research to gain insight into this form of incremental collaborative development. The Four Phase Sampling Process Model proposed in this paper may find application in related or similar studies. It would find application for all researches which utilize multiple case-studies to gain insight into various aspects of F/OSS and software development in general.
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